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1 Introduction

In Math 5400, you learned about fundamental group π1(X) of a topological space X which
classifies loops in (connected components of) X up to homotopy equivalence. This is the most
important invariant of manifolds in low dimension which even uniquely characterizes surfaces
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(2-dimensional manifolds). If X is a CW or simplicial complex (including manifolds), the fun-
damental group only depends on the 2-skeleton of X. Thus, it is far from being sufficient for
studying manifolds of dimension three and higher. In this course we learn about higher dimen-
sional homology and homotopy theories that help us study topological/geometric spaces using
tools from (homological) algebra (and category theory). Each of these topological invariants are
defined for certain classes of topological spaces and some of them are equivalent when restricted
to the class of manifolds.

Exercise 1.1. If X is a simplicial or CW complex (c.f. Definitions 2.3 and ?? below), prove
that π1(X) only depend on the 2-skeleton of X.

As we will learn in the following sections, higher homotopy groups πn(X) are defined via con-
tinuous maps from the n-dimensional cube

In ..= [0, 1]n

or the n-dimensional ball/disk

Bn = Bn(1) = {v ∈ Rn : |v| ≤ 1}

to X which are trivial on the boundary, up to homotopy equivalence. Therefore, for a reason
similarly to Exercise 1.1, πn(X) only depends on the (n + 1)-skeleton of a CW complex X.
While the definition of πn(X) is a relatively straightforward generalization of the definition of
π1(X), the higher homotopy groups are (often) hard to compute and have properties that are
unintuitive. For instance, πn(S2) 6= 0 for infinitely many n > 2.

The first homology group H1(X,Z) is the abelianization of π1(X). More generally, the homol-
ogy groups Hn(X;Z), with n ≥ 0, are defined combinatorially/algebraically by viewing balls as
simplices and gluing their boundaries consistently instead of collapsing it to a point as is done
in the definition of homotopy groups. In other words, in singular homology vs. homotopy, the
suppression of boundary is exchanged with a boundary map, resulting in very different struc-
tures. Similarly to homotopy groups, the homology group Hn(X;Z) also only depends on the
(n + 1)-skeleton of a CW/Simplicial complex X; however, Hn(X;Z) vanishes for n larger than
the dimension of X and is always a commutative ring (over Z). The drawback is that some
information is lost; sometimes, we need homotopy groups to make finer conclusions.

In the following sections, we learn about the definition of simplicial/singular/cellular homology,
work on some examples and applications (e.g. Brouwer degree of a map), and learn a main tool
for computation (i.e., the Mayer-Vietoris long exact sequence). Then, we repeat this process for
cohomology and homotopy groups.

2 Simplicial Homology

Abstractly speaking, an m-simplex ∆ is the convex hull of m+ 1 generic points in Rn for some
n ≥ m. More precisely, an m-simplex is a set of the form

∆[v0,...,vm]
..=
{
x0v0 + . . .+ xmvm : xi ≥ 0,

m∑
i=1

xi = 1
}
⊂ V, (2.1)
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where V is a vector space of dimension greater than or equal to m and v0, . . . , vm are (m + 1)
vectors in V such that {v1−v0, . . . , vm−v0} is a linearly independent set of vectors. The simplex is
so-named because it represents the simplest possible polytope in any given space. For example,
a 0-simplex is a point, a 1-simplex is a line segment, a 2-simplex is a triangle, and a 3-simplex
is a tetrahedron. The boundary ∂∆ of any m-simplex ∆ is a union of m+ 1 (m− 1)-simplices,
each one being the convex hull of m of the m+ 1 points1. We call them codimension-1 faces of
∆. In the notation of (2.1), we have

∂∆[v0,...,vm] =
m⋃
i=0

∆[v0,...,vi−1,v̂i,vi+1,...vm], (2.2)

where v̂i means the i-th vector/point is removed from the list. Inductively, we define a codimension-
k face of ∆ to be a boundary component of a codimension-(k − 1) face. In other words, a codi-
mension k face is the convex hull of m− k + 1 of the original m+ 1 points. From a differential
topology point of view, we may think of an m-simplex ∆ as a smooth manifold with boundaries
and corners such that the corners correspond to codimension 2 and higher faces. Topologically,
an m-simplex ∆ is homeomorphic to a ball in Rm.

Given two m-simplices ∆[v0,...,vm] and ∆[v′0,...,v
′
m], with v0, . . . , vm ∈ V and v′0, . . . , v

′
m ∈ V ′,

any linear transformation h : V −→ V ′ that maps {v0, . . . , vm} to {v′0, . . . , v′m} gives a linear
identification of ∆[v0,...,vm] and ∆[v′0,...,v

′
m]. A linear identification

h : ∆[v0,...,vm] −→ ∆[v′0,...,v
′
m]

is uniquely identified by the one-to-one correspondence of the vertices. Up to linear identification,
there is a unique m-simplex in every dimension m ≥ 0. For instance, all m-simplices can be
identified with the standard m-simplex

∆std =
{

(x1, . . . , xm) : xi ≥ 0,

m∑
i=1

xi ≤ 1
}

= ∆[0,e1,e2...,em] ⊂ Rm,

where e1, . . . , em is the standard basis of Rm.

Thinking of ∆[v0,...,vm] as a manifold, the tangent space of ∆[v0,...,vm] at every point is the span
of {v1 − v0, . . . , vm − v0}; i.e.,

Tx∆[v0,...,vm]
∼= R · (v1 − v0)⊕ · · · ⊕ R · (vm − v0) ⊂ V ∀ x ∈ ∆[v0,...,vm]. (2.3)

The decomposition on the righthand side determines an orientation on ∆[v0,...,vm] that depends on
the ordering (v0, . . . , vm) of these (m+ 1)-vectors. Unless otherwise mentioned, we let ∆[v0,...,vm]

to denote the oriented m-simplex with the orientation specified above. For instance, the orien-
tation on ∆std = ∆[0,e1,e2...,em] is the standard orientation on Rm.

Exercise 2.1. If σ : {0, 1, . . . ,m} −→ {0, 1, . . . ,m} is a permutation, the m-simplices ∆[v0,...,vm]

and ∆[vσ(0),...,vσ(m)] are the same as sets. How do the orientations of ∆[v0,...,vm] and ∆[vσ(0),...,vσ(m)]

compare?

1There are
(
m+1
m

)
= m + 1 ways of choosing m points from a set of size m + 1
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In general, if M is an orientable (smooth) manifold and N ⊂ ∂M is a boundary component of
M , then N is also orientable. Given an orientation on M , there are different conventions for
orienting N . We opt the following one. The inclusion N ⊂M gives an exact sequence of vector
bundles

0 −→ TN −→ TM |N −→ NMN −→ 0 (2.4)

where NMN is the normal line bundle of N in M . It is easy to show that NMN is isomorphic to
the trivial bundle N×R. We can choose an isomorphism such that the vector filed corresponding
to constant section 1 of N × R is an outward-pointing vector field nout along N . The exact
sequence above and the choice of an outward-pointing vector field nout gives an isomorphism (a
splitting of the short-exact sequence (2.4))

TM |N ∼=
(
N×R

)
⊕ TN. (2.5)

We choose the orientation on TN such that (2.5) is an oriented isomorphism. We call it the
induced orientation on N .

By the discussion of the last paragraph, an orientation on an m-simplex ∆ induces an orientation
on each boundary (m− 1)-simplex ∆′ ⊂ ∂∆.

Exercise 2.2. By (2.2) and with the choice of the orientation in (2.3), how does the bound-
ary orientation on ∆[v0,...,vi−1,v̂i,vi+1,...vm] ⊂ ∂∆[v0,...,vm] compare to the intrinsic orientation of
∆[v0,...,vi−1,v̂i,vi+1,...vm]?

Every codimension 2 face ∆′′ is the intersection of two boundary components ∆′1 and ∆′2. The
boundary orientations induced by ∆′1 and ∆′2 on ∆′′ are the opposite. This is the key observation
in the definition of the singular homology below.

Definition 2.3. A ∆-complex or a simplicial complex K is a topological space (with the quotient
topology) obtained by gluing a collection of simplices along their faces using linear identifica-
tions. A pure or homogeneous simplicial m-complex K is a simplicial complex where the largest
dimension of any simplex in K equals m and every simplex of dimension n < m is a codimension
m− n face of some m-simplex ∆ ∈ K.

Note that the definition of a simplicial complex is purely combinatorial. Also note that by the
definition of quotient topology and the fact that the gluing maps are linear isomorphisms, for
each simplex ∆ in K, the characteristic map σ : ∆ −→ K is continuous (but not necessarily an
embedding). For instance, by identifying the two end-points of a 1-simplex (i.e. an interval
[0, 1]) we obtain S1. The map quotient [0, 1] −→ S1 is not an embedding.

Definition 2.4. If K is a simplicial complex, the n-skeleton of K denoted by K(n) is the union
of all simplices of dimension n or less.

By definition, K(m) ⊂ K(n) for all 0 ≤ m ≤ n. The 0-skeleton is a discrete space, and the
1-skeleton is a graph. The skeletons of a space are used in obstruction theory, to construct
spectral sequences by means of filtrations, and generally to make inductive arguments. They
are particularly important when X has infinite dimension, in the sense that the K 6= K(n) for
all n ≥ 0.

Remark 2.5. There is a minor difference between the precise definition of a simplicial complex
vs. a ∆-complex which has no effect on the computation of simplicial homology. Definition 2.3
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is that of a ∆-complex. In the precise definition of a simplicial complex, each n-simplex is
uniquely determined by its vertices; in other words, each n-simplex has n + 1 distinct vertices.
As a result, in a simplicial complex, for each simplex ∆ in K, the characteristic map σ : ∆ −→ K
is an embedding. In a ∆-complex, however, it is allowed to have two triangles that share the
same vertices, or a loop consisting of one point and one edge as in the example above.

Exercise 2.6. Show that every ∆-complex admits a subdivision to a finer ∆-complex that is
simplicial in the sense of Remark 2.5.

Every manifold M admits a triangulation; i.e., it is homeomorphic to a pure simplicial complex
KM . Figure 1 illustrates a (complicated) triangulation of the 2-torus; one can triangulate a
2-torus with only 2 triangles. In the literature, there are different types of triangulations on a

Figure 1: A triangulation of 2-torus (image courtesy of wikipedia)

topological space. Smooth manifolds admit the best kind of triangulation. We refer to [2] for a
quick overview of the results.

Theorem 2.7 (Cairns[1]-Whitehead [3]). Every smooth manifold admits an (essentially unique)
compatible piecewise linear structure (i.e., a maximal atlas in which the transition maps are
piecewise linear), and therefore a (combinatorial) triangulation.

If M is compact, KM has only finitely many faces. If M is oriented, each m-simplex ∆ in KM
inherits an orientation from the orientation on M . In dimensions less than four, Theorem 2.7
holds for topological manifolds (because every topological 3-manifold admits a smooth struc-
ture). The problem in higher dimensions is somehow related to a similar issue appearing in
Remark 3.5 below.

Exercise 2.8. Find a metrizable topological space that is not homeomorphic to a simplicial
complex.

Next, we define and study the simplicial homology groups of a simplicial complex. The defini-
tion of simplicial homology generalizes to singular homology which is defined for an arbitrary
topological space. The former is much easier for calculations when dealing with simplicial com-
plexes. Let K be a simplicial complex and R be a commutative ring. A simplicial k-chain with
coefficients in R is a finite formal sum

τ =
∑

ci∆i

where each ci ∈ R and ∆i is an oriented k-simplex in K. In this definition, we declare that
each oriented simplex is equal to the negative of the simplex with the opposite orientation. The
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group of k-chains on K is denoted Ck(K,R). This is a free abelian group which has a basis
in one-to-one correspondence with the set of k-simplices in K. To define a basis explicitly, one
has to choose an orientation of each simplex. If, for instance, M is an oriented m-manifold,
for m-simplices in KM , we usually choose the orientation induced by the orientation on M .
For each oriented k-simplex ∆ in K, the boundary ∂∆ ∈ Ck−1(K,R) is the formal sum of the
codimension-1 faces with the induced boundary orientation. In other words,

∂∆[v0,...,vm] =
m∑
i=0

εi,m ∆[v0,...,vi−1,v̂i,vi+1,...vm],

where the sign factors εi,m ∈ {±1} are calculated in Exercise 2.2. The boundary operator ∂
linearly extends to all simplicial k-chains in Ck(K,R):

∂ : Ck(K,R) −→ Ck−1(K,R).

By the last line before Definition 2.3, we have ∂2 = 0; therefore, the so-called simplicial homology
groups

Hsimp
k (K,R) ..=

Zk(K,R) ..= ker
(
∂ : Ck(K,R) −→ Ck−1(K,R)

)
Bk(K,R) ..= Image

(
∂ : Ck+1(K,R) −→ Ck(K,R)

) , ∀ k ≥ 0,

with coefficients in R are well-defined.

Exercise 2.9. If K = ∆[v0,...,vm] is the trivial simplicial complex made of only one simplex of
dimension m, prove that

Hsimp
k (K,R) =

{
R if k = 0;

0 otherwise.
(2.6)

Example 2.10. We can give M = S1 the structure of a pure 1-complex with one 1-simplex
I = [0, 1] and one 0-simplex p = {1} ∼= {0}. Therefore, taking the coefficients from R = Z, we
have C1 = Z · I, C0 = Z · p, and

∂ : C1 −→ C0, I −→ {1} − {0} = p− p = 0.

We conclude that Hsimp
1 (S1,Z) ∼= Z is generated by the homology class of the 1-cycle I, and

Hsimp
0 (S1,Z) ∼= Z is generated by the homology class of the 0-cycle p.

Example 2.11. A 2-torus T is the topological space obtained by identifying the vertical and
horizontal edges of the square I2 = [0, 1]× [0, 1] (in an orientation-preserving manner) as shown
in Figure 2. The square I2 can be divided into two triangles A and B with the counter clock-wise
orientation. Taking the coefficients from R = Z, the group of 2-chains is generated by A and
B, the group of 1-chains is generated by a, b, and c with the chosen orientations as in Figure 2,
and the group of 0-chains is generated by the point p. Furthermore, the boundary maps

0 −→ C2 = Z ·A⊕ Z ·B ∂−→ C1 = Z · a⊕ Z · b⊕ Z · c ∂−→ C0 = Z · p −→ 0

are given by

∂A = c− a+ b; ∂B = a− b− c, ∂a = ∂b = ∂c = p− p = 0.
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Figure 2: 2-torus obtained from identifying the edges of a rectangle.

Therefore,

Hsimp
2 (T,Z) = Ker(∂ : C2 −→ C1) = Z · (A+B) ∼= Z;

Hsimp
1 (T,Z) =

Ker(∂ : C1 −→ C0)

Im(∂ : C2 −→ C1)
=

C1

Z · (a− b− c)
∼= Z · a⊕ Z · b ∼= Z2;

Hsimp
0 (T,Z) =

C0

Im(∂ : C1 −→ C0)
=
C0

0
= Z · p ∼= Z.

Exercise 2.12. Calculate the homology groups of the Klein bottle and the real projective plane
RP2.

Exercise 2.13. Show that Hsimp
n (K,R) only depends on the (n+ 1)-skeleton on K; i.e.,

Hsimp
n (K,R) = Hsimp

n (K(n+1),R) ∀ n ≥ 0.

3 Singular Homology

If a topological space X, such as a manifold, can be given the structure of simplicial complex,
it can be done in infinitely many ways. At least, one can start from a simplicial complex and
consistently subdivide the simplices into smaller simplices to obtain a more refined simplicial
complex. Thus it is a natural question whether simplicial homology of X depends on the choice
of the ∆-complex structure on X? In other words, if two simplicial complexes are homeomor-
phic, do they have isomorphic homology groups? In order to extend the construction of the
previous section to an arbitrary topological space X, and answer such questions, we consider
arbitrary continuous maps from simplices into X and define singular homology in the following
sense.

There are two possible ways to define a singular n-simplex. They lead to slightly different
chain complexes but the same homology groups. The first definition below seems to be the one
considered in Hatcher. However, in certain parts of the books, it is somewhat unclear whether
he is following Definition 3.1 or Definition 3.2.

Definition 3.1. (Definition one) A singular n-simplex in a topological space X is a continuous
map σ : ∆ −→ X from an oriented n-simplex ∆ to X. The boundary of σ, denoted by ∂σ,
is the formal sum of the singular (n − 1)-simplices obtained from the restrictions of σ to the
codimension-1 faces of ∆ (with the boundary orientation). We say σ : ∆ −→ X and σ′ : ∆′ −→ X
are equal or write σ = σ′ if there is a (orientation-perserving) linear identification h : ∆ −→ ∆′

such that σ ◦ h = σ′.
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Definition 3.2. (Definition two) A singular n-simplex in a topological space X is a contin-
uous map σ : ∆[v0,...,vn] −→ X where the orientation considered on ∆[v0,...,vn] is the canonical
orientation (2.3). The boundary of σ, denoted by ∂σ, is the formal sum

m∑
i=0

(−1)i(σ|[v0,...v̂i...vn]).

We say σ : ∆[v0,...,vn] −→ X and σ′ : ∆[w0,...,wn] −→ X are equal or write σ = σ′ if σ ◦ h = σ′

where h : ∆[w0,...,wn] −→ ∆[v0,...,vn] is the unique linear identification that maps wi to vi, for all
i = 0, . . . , n.

Given a commutative ring R, for n ≥ 0, let Cn(X,R) denote the free abelian group generated
(over R) by (finite formal sums of) all singular n-simplices. For n < 0, define Cn(X,R) to be
the trivial group (zero). Compared to Cn(K,R) in the previous section, the groups Cn(X,R)
are monstrous because every arbitrary continuous perturbation of a given singular n-simplex
σ : ∆ −→ X yields a different singular n-simplex. The set of such perturbations is uncountably
large.

Remark 3.3. The difference between Definition 3.1 and Definition 3.2 is the following. If
δ ∈ Sn+1 is a permutation of the indices 0, 1, . . . , n, let

hδ : ∆[v0,...,vn] −→ ∆[vδ(0),...,vδ(n)] = ∆[v0,...,vn] (3.1)

denote the unique linear identification that maps vi to vδ(i), for all i = 0, . . . , n. Note that
∆[vδ(0),...,vδ(n)] and ∆[v0,...,vn] are the same simplices with different ordering of the vertices. In

Definition 3.1, the singular simplices σ : ∆[v0,...,vn] −→ X and (−1)sign(δ)σ ◦ hδ : ∆[v0,...,vn] −→ X
are defined to be the same. In Definition 3.2, however, they define different n-simplices unless
δ = id. Therefore, the chain complex arising from Definition 3.2 is larger and admits a projection
map to the chain complex arising from Definition 3.1. It can be shown that every element in the
kernel of this projection map is a boundary class. More precisely, it can be shown that chain
map

σ −→ (−1)sign(δ)σ ◦ hδ
is chain homotopic to the identity map; see Page 211 of Hatcher. Therefore, the singular
homology defined using either of these two definitions is the same. Definition 3.1 is somehow
more intuitive and easier to use when dealing with simplicial complexes. We will, however, need
to use Definition 3.2 in Section 10 to define cup product. It seems impossible to use Definition 3.1
for defining cup product.

An element of Cn(X,R) is called a singular n-chain. The boundary operator ∂ in Definition 3.1
linearly extends to all singular n-chains in Cn(X,R). The extension, called the boundary oper-
ator, is an R-linear map

∂ : Cn(X,R) −→ Cn−1(M,R).

By the last line before Definition 2.3, we have ∂2 = 0; therefore, the so-called singular homology
groups

Hsing
n (X,R) ..=

Zn(X,R) ..= ker
(
∂ : Cn(X,R) −→ Cn−1(X,R)

)
Bn(X,R) ..= Image

(
∂ : Cn+1(X,R) −→ Cn(X,R)

) ∀ n ≥ 0,
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with coefficients in R are well-defined. An element in Zn(X,R) is called a singular n-cycle and
an element in Bn(X,R) is called a singular n-boundary.

Since the abelian groups Cn(X,R) are monstrous, even if X is a nice topological space such as
a smooth manifold, it is not clear why Hsing

n (X,R) should be finite. If X is path-connected, it
is fairly easy to show that Hsing

0 (X,R) ∼= R.

Remark 3.4. If we need to clearly distinguish the simplicial and singular chain complexes
associated to a topological space X with a ∆-complex structure KX , we will denote them by
Csing
n (X,R) and Csimp

n (XK,R).

Remark 3.5. Suppose X is a topological space and f : M −→X is a continuous map from a
closed2 oriented n-dimensional (smooth) manifoldM intoX. Then f defines a singular homology
class [f ] ∈ Hsing

n (X,Z) in the following way. Fix a triangulation M =
⋃
α∈I ∆α of M which

gives M the structure of a pure n-dimensional simplicial complex KM with oriented n-simplices
{∆α}α∈I . Note that I is finite because M is compact. Also, because ∂M = ∅, every (n − 1)-
simplex in KM either connects two different ∆α or it appears as two boundary components of
the same ∆α attached to each other. The last sentence implies that

∂
∑
α∈I

σα = 0,

where σα = f |∆α : ∆α −→ X is the singular n-simplex obtained by the restriction of f to
∆α. Therefore,

∑
α∈I σα defines a homology class [f ] ∈ Hn(X,Z). In particular, every closed

oriented n-dimensional submanifold M ⊂X of a manifold X has a well-defined homology class
[M ] ⊂ Hn(X,Z). The following lemma shows that the converse is true in degrees 0, 1, 2. In
degrees 3 and higher, the proof of Lemma 3.6 may produce a topological space M that does not
admit a smooth structure (it may have codimension 3 and higher singularities).

Lemma 3.6. For n ≥ 0, every element in the singular homology group Hsing
n (X,Z) of a topo-

logical space X is represented by a continuous map f : K −→ X such that K is a pure compact
n-dimensional simplicial complex and K − K(n−3) has the structure of an oriented n-manifold
without boundary. In particular, elements of H1(X,Z) are represented by collections of oriented
loops in X, and elements of H2(X,Z) are represented by maps of closed oriented surfaces.

A representative [f ] of any homology class Hsing
n (X,Z) as in Lemma 3.6 is often called a pseudo-

cycle; see [4, Theorem 1.1].

Proof. A singular n-chain can be written as

σ :
∑
α∈I

∆α −→ X

where I is a finite index set, ∆α is an oriented n-simplex, and σα ..= σ|∆α is a continuous map
into X. Note that one exchange a multiple mασα of σα by mα copies of σα in the summation and
change the orientation of the ∆α to account for negative coefficients. If ∂σ = 0, for every α ∈ I
and every codimension-1 face ∆α;β ⊂ ∆α, there is β ∈ I and a codimension-1 face τβ ⊂ ∆β such
that σα|τα cancels with σβ|τβ ; i.e. σα|τα + σβ|τβ = 0 or equally

σα|τα = σβ|−τβ . (3.2)

2closed means compact without boundary.
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By Definition 3.1, we can glue ∆α and ∆β along τα and τβ using an orientation-reversing linear
identification h : τα −→ τβ to obtain an oriented manifold (with boundary and corners) ∆α∪h∆β

(that includes τα ∼h τβ as a hypersurface). By (3.2), the map

σ∆α∪h∆β
: ∆α ∪h ∆β −→ X,

σ∆α∪h∆β
|∆α = σα, σ∆α∪h∆β

|∆β
= σβ,

is well-defined and continuous. Continuing this process for all canceling boundary components
of ∂σ, we obtain a pure n-dimensional simplicial complex K made of n-simplices {∆α}α∈I and
a continuous function f : K −→ X such that f |∆α = σα. The claim is that K has the structure
of an oriented smooth compact manifold without boundary away from the codimension-3 skele-
ton; i.e. K − K(n−3) admits the structure of a smooth manifold. Orientability of K − K(n−3)

follows from the fact that the gluing maps h are orientation reversing. That K−K(n−3) has no
boundary follows from the fact that codimension-1 faces of {∆α}α∈I come in pairs and for each
pair τα ∼= τβ, ∆α ∪h ∆β includes τα ∼h τβ as a hypersurface. Compactness is a consequence of
the finiteness of I.

If p is an interior point of ∆α, the charts defining the (smooth) manifold structure on K−K(n−3)

are given by the affine structure on ∆α ⊂ Rn. If p is a point in the interior of the hypersurface
τα ∼h τβ, p is obtained by identifying an interior point x ∈ τα and an interior point y ∈ τβ via
the linear identification h. A sufficiently small neighborhood of x in ∆α has the form (−ε, 0]×U
where U is a neighborhood of 0 in Rn−1. Similarly, a sufficiently small neighborhood of y in ∆β

is of the form [0, ε)×U where U is a neighborhood of 0 in Rn−1. Therefore, a sufficiently small
neighborhood of p in ∆α ∪h ∆β is of the form (−ε, ε) × U where U is a neighborhood of 0 in
Rn−1. The last identification defines the desired smooth chart around p. Furthermore, since h
is orientation reversing, these identifications can be chosen to be compatible with the standard
orientations on (−ε, 0]× U, [0, ε)× U ⊂ Rn.

Finally, suppose p ∈ K(n−2) − K(n−3). Then the n-simplices containing p have the following
arrangement. There is sequence of indices α1, α2, . . . , αk, with αk+1

..= α1, such that ∆αi and
∆αi+1 are glued along codimension-1 faces ταi,out ⊂ ∆αi and ταi+1,in ⊂ ∆αi+1 via a linear
identification hi. For each i, the intersection δi = ταi,in ∩ ταi,out is a codimension-2 face of ∆i.
The codimension-2 faces δi have the same image δ ∈ K(n−2) and p is an interior point of the
(n− 2)-simplex δ. A sufficiently small neighborhood of p in each ∆αi is the form Ci × U where
U is a neighborhood of 0 in Rn−2 and Ci is a neighborhood of 0 in a non-trivial cone in R2

between the vectors vi and ui; i.e.

0 ∈ Ci ⊂ {tvi + sui : s, t ≥ 0} ⊂ R2.

The linear identification hi maps R · ui to R · vi+1 in a cyclic order. Therefore, a sufficiently
small neighborhood of p in each K is the form C × U where U is a neighborhood of 0 in Rn−2

and C is a neighborhood of 0 in a 2-dimensional cone. Every such C is homeomorphic to a disk.
Furthermore, we can choose the angles between vi and ui (smooth structure on Ci) such that
identification of C and a disk is smooth (the total angle is 2π). This gives the desired smooth
charts around the points of K(n−2) −K(n−3).

For an arbitrary simplicial complex K, the argument of the proof fails for the points p ∈ K(n−3)

for the following reason. For simplicity, assume K is 3-dimensional. Then, a neighborhood of
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p ∈ K can be a cone over any arbitrary 2-simplicial complex K′. For instance, a neighborhood
of p ∈ K can be a cone over T 2 which is the quotient topological space

Cone(T 2) ..=
[0, 1]× T 2

(0, x) ∼ (0, y) ∀ x, y ∈ T 2
.

On a 3-manifold, however, a neighborhood of any point is a cone over S2 (which is homeomorphic
to a ball).

Theorem 3.7. If a topological space X has the structure of a simplicial complex K, then

Hsimp
k (K,R) ∼= Hsing

k (X,R) ∀ k ≥ 0.

In particular, simplicial homology is independent of the choice the simplicial complex structure
on a topological space.

For instance, the last statement implies that any choice of a triangulation on the 2-torus yields
the same homology groups as in Example 2.11. We will prove an extended version of Theorem 3.7
in Section ??.

4 Homotopy invariance

In this section, we prove that homotopy equivalent topological spaces have isomorphic singular
homologies. For instance, since every n-simplex is homotopy equivalent to a point, we conclude
(2.6).

For every continuous map f : X −→ Y and each n ≥ 0, composition with f defines a map

f# : Csing
n (X,R) −→ Csing

n (Y,R)

that commutes with boundary operators ∂ on the source and the target, inducing a push-forward
homomorphism f∗ : Hn(X;R) −→ Hn(X,R). Then, with a little bit of homological algebra, we
show that f∗ is an isomorphism whenever f is a homotopy equivalence.

If f : X −→ Y is continuous map and σ : ∆ −→ X is a singular n-simplex, then

f#(σ) ..= σ ◦ f : ∆ −→ Y

is a singular n-simplex in Y . Extending this map linearly via

f#

(∑
i∈I

aiσi
)

=
∑
i∈I

aif#(σi)

defines a map
f# : Csing

n (X,R) −→ Csing
n (Y,R) ∀ n ≥ 0.

Since the definition of ∂ involves boundary components of ∆ and their boundary orientations
(which is independent of the choice of σ), and since restriction to ∂∆ and composition with f
commute, we have f#∂ = ∂f# (the first partial takes place on the singular chain complex of
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X and the second one takes place on the singular chain complex of Y ). In other words, the
following diagram commutes:

· · · // Cn+1(X,R)
∂ //

f#
��

Cn(X,R)
∂ //

f#
��

Cn−1(X,R)
∂ //

f#
��

· · ·

· · · // Cn+1(Y,R)
∂ // Cn(Y,R)

∂ // Cn−1(Y,R)
∂ // · · ·

(4.1)

In the language of homological algebra, a commutative diagram as above is called a chain
map f# :

(
C•(X,R); ∂

)
−→

(
C•(Y,R); ∂

)
between the chain complexes

(
C•(X,R); ∂

)
and(

C•(Y,R); ∂
)
. For every chain map as above, the commutativity relation f#∂ = ∂f# implies

that cycles are mapped to cycles and boundaries are mapped to boundaries. Therefore, f#

induces homomorphisms f∗ between their quotient spaces which are the homology groups of the
two complexes. It is easy to check that id∗ = id and (f ◦ g)∗ = f∗ ◦ g∗.

Often, a lot of information about f# is lost in passing to homology. Therefore, a natural question
to ask is: when two different chain maps f# and g# induce the same homomorphisms f∗ = g∗
between the homology groups of the two complexes?

For abstract chain maps
f#, g# : (C•, ∂) −→ (C ′•, ∂

′),

between chain complexes (C•, ∂) and (C ′•, ∂
′), a chain homotopy is a (sequence of) degree in-

creasing map h# as shown in the following diagram

· · · //

��

Cn+1,
∂ //

f#
��
f#g#

��

Cn
∂ //

h#

ww
f#g#

��

Cn−1
//

f#g#

��

h#

ww

· · ·

��
· · · // C ′n+1

∂′ // C ′n
∂′ // C ′n−1

// · · · ,

such that
∂′ h# + h# ∂ = f# − g# ∀ n∈Z.

Lemma 4.1. Chain homotopic chains maps f# and g# induce the same maps between homology
groups.

Warning. The last diagram is not commutative!

Back to the example of the push-forward chain maps (4.1) induced by a continuous functions
f : X −→ Y and g : X −→ Y , recall that we say f, g : X −→ Y are homotopic if there exists a
continuous function

h : [0, 1]×X −→ X

such that h|{0}×X = g and h|{1}×X = f .

Lemma 4.2. A topological homotopy h as above induces an algebraic homotopy between

f#, g# : (C•(K,R), ∂) −→ (C•(Y,R), ∂),
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Proof. For each singular n-simplex σ : ∆ −→ X, and any natural decomposition of [0, 1] × ∆
into a union of oriented (with product orientation) (n+ 1)-simplices, the map

h ◦ (id× σ) : [0, 1]×∆ −→ Y

can be seen as singular (n+1)-chain in Cn+1(Y,R). This linearly extends to all singular n-chains,

h# : Cn(X,R) −→ Cn+1(Y,R).

An oriented comparison of the boundary components shows that h# is a chain homotopy between
f# and g#.

Corollary 4.3. If two continuous maps f, g : M −→ M ′ are homotopic, their induced homo-
morphisms between the homology groups of X and Y

f∗, g∗ : Hsing
n (X,R) −→ Hsing

n (Y,R) ∀ n ≥ 0 (4.2)

are the same.

We say topological spaces X and Y are homotopic if there are continuous maps

f : X −→ Y and g : Y −→ X

such that g ◦ f is homotopic to idX and f ◦ g is homotopic to idY .

Exercise 4.4. (Theorem) Show that homotopic topological spaces have identical singular ho-
mology groups.

Exercise 4.5. Prove that the singular homology of a point is concentrated at degree 0. Use the
result in Exercise 4.4 to prove that if B is a ball in Rn, then

Hsing
k (B,R) =

{
R if k = 0;

0 otherwise.

Exercise 4.6. Show that the simplicial complex X obtained by identifying the oriented edges
∆[v0,v1] ∼ ∆[v1,v3] and ∆[v0,v2] ∼ ∆[v2,v3] in the 3-simplex ∆[v0,v1,v2,v3] deformation retracts to a
Klein bottle. Use the result of Exercise 4.4 and Theorem 3.7 to calculate the integral homology
groups of the Klein bottle.

5 Relative homology groups

Given a topological space X and a subspace Y ⊂ X, we can try to decompose the homology
groups of X as a sum of the homology groups supported in Y and their complement. A precise
formulation of the latter involves the quotient space

X/Y ..=
X

x ∼ y ∀ x, y ∈ Y
.

A different idea for collapsing Y to a point is to consider the union of X and the cone over Y ,

Cone(Y ) =
Y × [0, 1]

(x, 0) ∼ (x, 1) ∀ x, y ∈ Y
,
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along Y ⊂ X and Y ∼= Y × {1} ⊂ Cone(Y ) (with the quotient topology on X ∪Y Cone(Y )).
Without further assumptions on Y ⊂ X, both of these spaces can be quite complicated; for
example, think about Q ⊂ R.
Instead of working with singular cycles in X/Y or X ∪Y Cone(Y ), it will more convenient to
work with cycles in X with boundary in Y which leads to the concept of relative homology
groups Hn(X,Y,R). One can use relative homology to prove

Hn(X ∪Y Cone(Y ),R) ∼= Hn(X,Y,R) ∀ n > 0. (5.1)

Furthermore, under a reasonable condition on (X,Y ), we will show that

Hn(X,Y,R) ∼= Hn(X/Y,R) ∀ n > 0.

Given a topological space X and a subspace Y ⊂ X, let

Cn(X,Y,R) ..=
Cn(X,R)

Cn(Y,R)
.

Since ∂ maps the subgroup Cn(Y,R) to itself, it induces a similarly denoted map

∂ : Cn(X,Y,R) −→ Cn−1(X,Y,R) ∀ n ∈ Z

satisfying ∂2 = 0 (because ∂2 = 0 on Cn(X,R)). The relative singular homology groups
Hsing
n (X,Y,R) are the homology groups of the chain complex(
C•(X,Y,R), ∂

)
..=
{
· · · −→ Cn+1(X,Y,R)

∂−→ Cn(X,Y,R)
∂−→ Cn−1(X,Y,R) −→ · · ·

}
Remark 5.1. The definition above also applies to the case where X is a simplicial complex,
Y ⊂ X is a sub-simplicial complex, and (C•(X,R), ∂) and (C•(Y,R), ∂) are the simplicial chain
complexes of X and Y , leading to the relative simplicial homology groups Hsing

n (X,Y,R) instead.

By definition, every homology group inHsing
n (X,Y,R) is represented by an n-cycle inX such that

β = ∂α is an (n− 1)-chain in Cn−1(Y,R). Furthermore, since ∂2 = 0, we have ∂β = 0; i.e., β is
an (n−1)-cycle in Y defining a homology class [β] ∈ Hsing

n−1(Y,R). We will see that the [α] −→ [β]

is well-defined a gives a so-called connecting homomorphism Hsing
n (X,Y,R) −→ Hsing

n−1(Y,R).

Exercise 5.2. Prove that if X and Y are both path connected, then Hsing
0 (X,Y,R) = 0,

The chain complexes (C•(X,R), ∂), (C•(Y,R), ∂), and (C•(X,Y,R), ∂) fit into a commutative
diagram

· · · // Cn+1(Y,R)
∂ //

ι

��

Cn(Y,R)
∂ //

ι

��

Cn−1(Y,R)
∂ //

ι

��

· · ·

· · · // Cn+1(X,R)
∂ //

π

��

Cn(X,R)
∂ //

π

��

Cn−1(X,R)
∂ //

π

��

· · ·

· · · // Cn+1(X,Y,R)
∂ // Cn(X,R)

∂ // Cn−1(X,R)
∂ // · · ·

(5.2)
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where the vertical maps ι and π are the inclusion and projection maps, respectively. For each
n, the vertical sequence

0 −→ Cn(Y,R)
ι−→ Cn(X,R)

ι−→ Cn(X,Y,R) −→ 0

is exact meaning that Ker(π) = Im(ι). More generally, an abstract chain complex

· · · −→ Cn+1
fn+1−→ Cn

fn−→ Cn−1 −→ · · ·

is said to be exact if Ker(fn) = Im(fn+1) for all n ∈ Z. Exact chain complexes are those with
trivial homology groups. The commutative diagram can be seen as a short exact sequence of
chain-complexes

0 −→
(
Cn(Y,R), ∂

) ι−→
(
Cn(X,R), ∂

) π−→
(
Cn(X,Y,R), ∂

)
−→ 0.

Proposition 5.3. A short exact sequence of chain complexes

0 −→
(
A•, ∂

) ι−→
(
B•, ∂

) π−→
(
C•, ∂

)
−→ 0.

results in a long-exact sequence of homology groups

· · · −→ Hn(A•)
ι•−→ Hn(B•)

π∗−→ Hn(C•)
δ−→ Hn−1(A•) −→ · · ·

where ι∗ and π∗ are the homomorphisms induced by ι and π.

Corollary 5.4. If Y is a topological subspace of X, there is a long-exact sequence of singular
homology groups

· · · −→ Hsing
n (Y,R)

ι∗−→ Hsing
n (X,R)

π∗−→ Hsing
n (X,Y,R)

δ−→ Hsing
n−1(Y,R) −→ · · · . (5.3)

The same holds for simplicial homology if X is a simplicial complex and Y is a sub-simplicial
complex.

Note that if both X and Y are path-connected, then Hsing
0 (Y,R) ∼= Hsing

0 (X,R) ∼= R and

Hsing
0 (X,Y,R) = 0; thus, the long-exact sequence ends with

· · · −→ Hsing
1 (Y,R)

ι∗−→ Hsing
1 (X,R)

π∗−→ Hsing
1 (X,Y,R) −→ 0

Example 5.5. Let us consider the case where Y = {x} ⊂ X is a single point. By Exercise 4.5,
we have Hsing

n (x,R) = 0 for all n > 0. Also, the map Hsing
0 (x,R)

ι∗−→ Hsing
0 (X,R) is injective.

Therefore, the long-exact sequence of Corollary 5.4 reads

Hsing
n (X,R) ∼= Hsing

n (X,x,R) ∀ n > 0.

The main result of Section 4 also applies to relative homology groups in the following sense.
Suppose Y ⊂ X and Y ′ ⊂ X ′ are subspaces. If f : X −→ X ′ is a continuous map, we say f
is a map of pairs (X,Y ) and (X ′, Y ′), and write f : (X,Y ) −→ (X ′, Y ′), if f(Y ) ⊂ Y ′ (i.e., f
restricts to a map between Y and Y ′).

Proposition 5.6. Every continuous map f : (X,Y ) −→ (X ′, Y ′) induces a homomorphism

f∗ : Hsing
n (X,Y,R) −→ Hsing

n (X ′, Y ′,R) ∀ n ≥ 0.

If two such maps f, g : (X,Y ) −→ (X ′, Y ′) are homotopic through maps of pairs (X,Y ) −→
(X ′, Y ′), then f∗ = g∗.
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Exercise 5.7. Check that the arguments of Section 4 readily generalize to the relative setting
to prove Proposition 5.6.

Also, if we have a sequence of subspaces Z ⊂ Y ⊂ X, the argument leading to the long-exact
sequence of Corollary 5.4 generalizes to the short exact sequence of chain complex

0 −→
(
Cn(Y, Z,R), ∂

) ι−→
(
Cn(X,Z,R), ∂

) π−→
(
Cn(X,Y,R), ∂

)
−→ 0

and gives us the long-exact sequence of homology groups

· · · −→ Hsing
n (Y, Z,R)

ι∗−→ Hsing
n (X,Z,R)

π∗−→ Hsing
n (X,Y,R)

δ−→ Hsing
n−1(Y, Z,R) −→ · · · .

(5.4)
The long-exact sequence of Corollary 5.4 is a special case of (5.4) for which Z = ∅. The statement
above also hold for simplicial homology if Z ⊂ Y ⊂ X is a sequence of simplicial complexes.

Theorem 5.8. (Excision Theorem) Given subspaces Z ⊂ Y ⊂ X such that the closure of Z is
contained in the interior of Y , then the homomorphisms

ι∗ : Hsing
n (X − Z, Y − Z,R) −→ Hsing

n (X,Y,R) ∀ n ≥ 0,

induced by the inclusion map of pairs ι : (X − Z, Y − Z) −→ (X,Y ) are isomorphisms. Equiva-
lently, for subspaces A,B ⊂ X whose interiors cover X, the homomorphisms

ι∗ : Hsing
n (A,A ∩B,R) −→ Hsing

n (X,B,R) ∀ n ≥ 0,

induced by the inclusion map of pairs ι : (A,A ∩B) −→ (X,B) are isomorphisms.

The translation between the two statements is provided by setting B = Y and A = X − Z.

Exercise 5.9. Show that the conditions cl(Z) ⊂ Int(Y ) and X = Int(A)∪Int(B) are equivalent.

Proof of Excision Theorem. In the course of the proof, and also in the proof of Mayer-
Vietoris long-exact sequence below, we need to work with an (open) covering of X and singular
simplices that have image in one of the components. For this purpose, we define a reduced
chain complex whose singular simplices have the aforementioned property and compare it to the
original chain complex in the following way.

Suppose U ..= {Uα}α∈I is a collection of subsets of X whose interiors form an open cover of X.
For every n ≥ 0, define CUn (X,R) to be the subgroup of Cn(X,R) generated by singular n-
simplices σ : ∆ −→ X that have image in one of Uα for some α ∈ I. It is easy to check that
(CU• (X,R), ∂) is a sub-chain complex of (C•(X,R), ∂).

Proposition 5.10. The inclusion chain map ι : (CU• (X,R), ∂) −→ (C•(X,R), ∂) is a chain
homotopy equivalence, that is, there is a reverse chain map ρ : (C•(X,R), ∂) −→ (CU• (X,R), ∂)
such that ι ◦ ρ and ρ ◦ ι are chain homotopic to the identity. Therefore, for every n ≥ 0, the
induced map ι∗ between the homology groups HUn (X,R) of (CU• (X,R), ∂) and Hn(X,R) is an
isomorphism.

Proof. Given a simplex ∆, the barycentric subdivision of ∆, denoted by b(∆), is a standard way
of dividing it into smaller sub-simplices of the same dimension by connecting the barycenters
of their faces in a specific way. Formally, the barycentric subdivision is defined inductively in
the following way. Starting with n = 0, the barycentric subdivision of a point is itself. Having
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the the barycentric subdivision defined for simplices of dimension less than n, for an n-simplex
∆ = ∆[v0,...,vn], b(∆) is the union of the cones formed by the center point

(v0 + · · ·+ vn)

n+ 1

and (n− 1)-simplices of b(∂∆). For instance, if ∆ = [0, 1], then b(∆) = [0, 1/2]∪ [1/2, 1], and if
∆ = ∆[v0,v1,v2], then

b(∆) = ∆[v0,v01,v012] ∪∆[v01,v1,v012] ∪∆[v1,v12,v012] ∪∆[v12,v2,v012] ∪∆[v2,v20,v012] ∪∆[v20,v0,v012],

where v012 = (v0+v1+v2)/3 and vij = vji is the mid point of ∆vi,vj . If ∆ is oriented, each simplex
in b(∆) will be considered with the same orientation. The actual choice of such a subdivision
is not important in the following argument. The goal is to divide ∆ into sufficiently small
simplices (by reducing the diameter of each simplex) such that (after finitely many repetitions
of this procedure) each one fits into at least one of Uα.

Exercise 5.11. Show that the barycentric subdivision of an n-simplex ∆ consists of (n + 1)!
n-simplices.

Given an arbitrary singular n-chain σ =
∑m

i=1(σi : ∆i −→ X), we can replace each ∆i with its

barycentric subdivision b(∆i) =
⋃(n+1)!
j=1 ∆ij and define a similarly denoted chain map (it is clear

that b and ∂ commute)

b : Cn(X,R) −→ Cn(X,R), b(σ) =
m∑
i=1

(n+1)!∑
j=1

(σi|∆ij : ∆ij −→ X).

Lemma 5.12. The map b is chain homotopic to the identity map.

Proof. For each n-simplex ∆, there is a systematic (inductive) way of decomposing [0, 1] × ∆
into n-simplices (say by induction over n), denoted by h(∆× [0, 1]) =

⋃
i ∆i, such that

• there is one (n+ 1) simplex in h(∆× [0, 1]) that include {0} ×∆ as a codimension-1 face;

• for each simplex ∆′ in the barycentric subdivision of ∆, there is one (n + 1) simplex in
h(∆× [0, 1]) that include {1} ×∆′ as a codimension-1 face;

• the rest of the codimension-1 faces of ∆i either belong to a canceling pair inside ∆× [0, 1] or
belong to [0, 1]× h(∂∆).

Therefore, the items in 1-3 above give us the signed decomposition

∂h(∆) = −{0} ×∆ + b(∆)− h∂(∆)

or equally
∂h+ h∂ = b− id.

The linear extension of the map h to (the domain of the) singular n-chains gives us the desired
chain homotopy equivalence between id and b.
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In general, if two chain maps f#, g# : (C•, ∂) −→ (C ′•, ∂
′) are chain homotopic, then iterations

of these maps are chain homotopic as well. In the case of Lemma 5.12, the chain homotopy h(k)

between id and bk = b ◦ · · · ◦ b can be explicitly written as

h(k) = h ◦ id− bk

id− b
..= h

k−1∑
a=0

ba.

In order to define the map ρ in Proposition 5.10, given a singular n-chain σ, we find a non-
negative integer k ≥ 0 such that bk(σ) belongs to CUn (X,R). The existence of such k is provided
by the Lemma below.

Lemma 5.13. For every singular n-simplex σ : ∆ −→ X, there exists (a minimal) k = k(σ) ≥ 0
such that b`(σ) ∈ CUn (X,R) for all ` ≥ k.

Proof. The pre-image {Vα ..= σ−1(U◦α)}α∈I of the open covering {U◦α = Int(Uα)}α∈cI is an open
covering of the compact topological space ∆ (Thus, we may assume that I is finite; but that is
not how we use compactness). Suppose that for all k ≥ 0, there is an n-simplex ∆k in b`(∆)
that does not belong to any Vα. Let pk by any point in ∆k. Since ∆ is compact, after passing
to a subsequence, we have limk−→∞ pk = p for some p ∈ ∆. We have p ∈ Vα for some α ∈ I.
Then, a ball of radius ε around x is also contained in Vα. Since the diameter of the simplices
∆k converges to 0, for k sufficiently large, ∆k is contained in Vα. That is a contradiction! If
bk(σ) ∈ CUn (X,R) for some k, then it is clear that b`(σ) ∈ CUn (X,R) for all ` ≥ k.

In order to define the desired map

ρ : (C•(X,R), ∂) −→ (CU• (X,R), ∂)

we will use bk but we can not expect the same k to work for all singular simplices.

Exercise 5.14. For each singular simplex σ : ∆ −→ X define

H(σ) = h(k(σ))(σ) ∈ CUn+1(X,R) and

ρ(σ) = b(k(σ))(σ) + h(k(σ))(∂σ)− h(k(∂σ))(∂σ) ∈ CUn (X,R).

Extend these definitions linearly over the chain complex to get

ρ : Cn(X,R) −→ CUn (X,R) and H : Cn(X,R) −→ CUn+1(X,R).

for all n ≥ 0. Prove ∂H +H∂ = id− ι ◦ ρ and id− ρ ◦ ι = 0 to conclude that ι ◦ ι and ρ ◦ ι are
chain homotopic to the identity maps.

This finishes the proof of Proposition 5.10. We go back to the proof of Excision Theorem. We
prove the second statement involving the open covering X = A◦ ∪B◦.

The homology groups H•(A,A∩B,R) −→ H•(X,B,R) come from the singular chain complexes(
C•(A,R)

C•(A ∩B,R)
, ∂

)
and

(
C•(X,R)

C•(B,R)
, ∂

)
,

respectively. With U = {A,B}, we show that the numerator of the right hand side can be
replaced with CU• (X,R) without affecting the homology groups. Then, since CU• (X,R) =
C•(A,R) + C•(B,R), we have(

C•(A,R)

C•(A ∩B,R)
, ∂

)
=

(
C•(X,R)

C•(B,R)
, ∂

)
,
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which finishes the proof of the Excision Theorem.

At the end of the preceding proof we had formulas ∂H + H∂ = id − ι ◦ ρ and ρ ◦ ι = id. All
the maps appearing in these formulas take chains in B to chains in B, so they induce quotient
maps when we factor out chains in A. These quotient maps automatically satisfy the same two
formulas, so the inclusion (

CU• (X,R)

C•(B,R)
, ∂

)
−→

(
C•(X,R)

C•(B,R)
, ∂

)
is a chain homotopy equivalence.

Theorem 5.15. Suppose Z ⊂ X is a nonempty closed subspace that is a deformation retract of
some neighborhood Y ⊃ Z in X. Then, the quotient map q : (X,Z) −→ (X/Z, x = Z/Z) induces
isomorphisms q∗ : Hsing

n (X,Z,R) −→ Hsing
n (X/Z, x,R) for all n ≥ 0. In particular,

Hsing
n (X,Z,R) ∼= Hsing

n (X/Z,R) ∀ n > 0.

Proof. The proof involves the long-exact sequence (5.4) and the first version of Excision Theo-
rem. Since Z is a deformation retract of some neighborhood Y , the relative homology groups
Hn(Y,Z) are trivial for all n ≥ 0. Therefore, it follows from the long-exact sequence

· · · −→ Hn(Y, Z,R)
ι∗−→ Hn(X,Z,R)

π∗−→ Hn(X,Y,R)
δ−→ Hn−1(Y,Z,R) −→ · · · ,

that
Hn(Y,Z,R)

ι∗−→ Hn(X,Z,R)

is an isomorphism for all n ≥ 0. By Excision Theorem, the map Hn(X−Z, Y −Z) −→ Hn(X,Y )
is also an isomorphism for all n ≥ 0. The same statements hold for

Hn(X/Z, x) −→ Hn(X/Z, Y/Z) and Hn(X/Z − x, Y/Z − x) −→ Hn(X/Z, Y/Z).

Therefore, in the following (commutative) diagram

Hn(X,Z) //

q∗
��

Hn(X,Y )

q∗
��

Hn(X − Z, Y − Z)

q∗
��

oo

Hn(X/Z, x) // Hn(X/Z, Y/Z) Hn(X/Z − x, Y/Z − x)oo

the horizontal maps are all isomorphisms. Away from Z, the retraction map q : X − Z −→
X/Z − x is a homeomorphism. Thus, the q∗ in the right column is an isomorphism. It follows
that the other two columns are isomorphisms as well. Finally, for n > 0, we have Hn(X/Z, x) ∼=
Hn(X/Z).

Exercise 5.16. Prove (5.1).

Example 5.17. Theorem 5.15 is a strong tool for doing calculations. For instance, if X is
an m-dimensional ball Bm ⊂ Rm and Z = ∂X = Sm−1, then X/Z is the m-sphere Sm. We
conclude that

Hsing
n (Sm,Z) ∼= Hsing

n (Bm, S
m−1) ∀ n > 0.
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Furthermore, the long-exact sequence (5.3) reads

· · · −→ Hsing
n (Sm−1,Z)

ι∗−→ Hsing
n (Bm,Z)

π∗−→ Hsing
n (Bm, S

m−1,Z)
δ−→ Hsing

n−1(Sm−1,Z) −→ · · · .

Since Hsing
n (Bm,Z) = 0 for n > 0, we conclude that

Hsing
n (Bm, S

m−1,Z) ∼= Hsing
n−1(Sm−1,Z) ∀ n ≥ 2.

For n = 1 and m > 1, we get the exact sequence

0 −→ Hsing
1 (Bm, S

m−1,Z)
δ−→ Hsing

0 (Sm−1,Z) = Z −→ Hsing
0 (Bm,Z) = Z −→ 0,

which implies Hsing
1 (Bm, S

m−1,Z) = 0. For n = 1 and m = 1, we get the exact sequence

0 −→ Hsing
1 (Bm, S

m−1,Z)
δ−→ Hsing

0 (Sm−1,Z) = Z2 −→ Hsing
0 (Bm,Z) = Z −→ 0,

which implies Hsing
1 (B1, S

0,Z) = Z (note that S0 is a union of two points). These relations can
be used to inductively prove

Hsing
n (Sm,Z) =

{
Z if n = 0,m;

0 otherwise.

Here is another application of the ideas developed in this section which shows every continuous
manifold has a well-defined dimension.

Theorem 5.18. If nonempty open subsets U ⊂ Rn and V ⊂ Rm are homeomorphic, then
m = n.

Proof. Suppose f : U −→ V is a homeomorphism. Let x ∈ U and y = f(x) ∈ V . For sufficiently
small ε > 0, U −x deformation retracts to U −Bε(x), where Bε(x) is a ball of radius ε around x.
Furthermore, U/(U − Bε(x)) ∼= Sm. Therefore, by Theorem 5.15, Hk(U,U − x,Z) = Hk(S

n,Z)
for all k > 0. Similarly, Hk(V, V − x,Z) = Hk(S

m,Z) for all k > 0. Since Hk(U,U − x,Z) ∼=
Hk(V, V − x,Z), we conclude that m = n.

Exercise 5.19. Suppose X is the wedge sum ∨α(Xα, xα) of {Xα} at the base points xα ∈ Xα.
If a neighborhood of each xα in Xα deformation retracts to xα, prove that

Hn(X) ∼=
⊕
α

Hn(Xα) ∀ n > 0.

We now have the necessary tools to prove Theorem 3.7.

Proof. Fix an orientation on each simplex of X. There is a canonical chain map

(Csimp
• (X,R), ∂) −→ (Csing

• (X,R), ∂)

which sends each oriented simplex ∆ of X to its characteristic map σ : ∆ −→ X. This chain
map induces homomorphisms

Hsimp
n (X,R) −→ Hsing

n (X,R) ∀ n ≥ 0. (5.5)
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If Y ⊂ X is a sub simplicial complex, the chain map above restricts to

(Csimp
• (Y,R), ∂) −→ (Csing

• (Y,R), ∂),

descends to
(Csimp
• (X,Y,R), ∂) −→ (Csing

• (X,Y,R), ∂),

and thus induces homomorphisms

Hsimp
n (X,Y,R) −→ Hsing

n (X,Y,R) ∀ n ≥ 0. (5.6)

For every k ≥ 0, recall that X(k) denotes the k-skeleton of X consisting of k-dimensional or less
simplices.

Lemma 5.20. For every k, n ≥ 0, the canonical homomorphism

Hsimp
n (X(k), X(k−1),R) −→ Hsing

n (X(k), X(k−1),R)

is an isomorphism.

Proof. The case n = 0 is easy; we assume n > 0. If Y ⊂ X is a sub-simplicial complex, a
neighborhood of Y in X retracts to Y . Therefore, Theorem 5.15 applies to (X(k), X(k−1)) and

Hsing
n (X(k), X(k−1)) ∼= Hsing

n (X(k)/X(k−1)) ∀ n > 0.

If {∆α}α∈I is the collection of k-simplices in X, the quotient space X(k)/X(k−1) is the wedge
space ∨α(Xα, xα) where Xα = ∆α/∂∆α and xα = ∂∆α/∂∆α. Since each Xα is a k-dimensional
sphere, by Exercise 5.19,

Hsing
n (X(k)/X(k−1),R) = 0 ∀n 6= 0, k

and
Hsing
k (X(k)/X(k−1),R) = RI .

For the simplicial homology, the only non-trivial term of the relative chain complex Csimp
• (X(k), X(k−1)), ∂)

is the degree k term

Csimp
k (X(k), X(k−1),R) =

Csimp
k (X(k),R)

Csimp
k (X(k−1),R)

= Csimp
k (X(k),R) ∼= RI .

Therefore,
Hsimp
n (X(k), X(k−1),R) = 0 ∀n 6= 0, k

and
Hssimp
k (X(k), X(k−1),R) = RI .

We conclude that
Hsimp
n (X(k), X(k−1),R) −→ Hsing

n (X(k), X(k−1),R)

is an isomorphism.
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Lemma 5.21 (Five-Lemma). In a commutative diagram of abelian groups

A //

��

B //

��

C //

��

D //

��

E

��
A′ // B′ // C ′ // D′ // E′ ,

if the rows are exact, and the first, second, fourth, and fifth vertical maps are isomorphisms,
then the middle one is an isomorphism as well.

Going back to the proof of Theorem 3.7, first, suppose X is finite-dimensional. Assume that

Hsimp
n (X(k−1)) −→ Hsing

n (X(k−1))

is an isomorphism for all n ≥ 0. Moving inductively from k − 1 to k, we have a commutative
diagram

Hsimp
n+1 (X(k), X(k−1)) //

��

Hsimp
n (X(k−1)) //

��

Hsimp
n (X(k)) //

��

Hsimp
n (X(k), X(k−1)) //

��

Hsimp
n−1 (X(k−1))

��

Hsing
n+1(X(k), X(k−1)) // Hsing

n (X(k−1)) // Hsing
n (X(k)) // Hsing

n+1(X(k), X(k−1)) // Hsing
n (X(k−1))

where the rows are (some segment of) the simplicial and singular long-exact sequence (5.3)
associated to the pair (X(k), X(k−1)) and the vertical maps are the homomorphism in (5.6). By
the induction assumption, the second and fifth vertical maps are isomorphisms. By Lemma 5.20,
the first and fourth vertical maps are isomorphisms. It follows from the so-called Five-Lemma
that the middle vertical map

Hsimp
n (X(k)) −→ Hsing

n (X(k))

is an isomorphism as well, for all n ≥ 0.

Next, we consider the case that X is not necessarily finite-dimensional. We prove that (5.5) is
both injective and surjective. We make use of the following lemma.

Lemma 5.22. For every singular chain σ in a simplicial complex X, there is a sufficiently large
k such that σ is supported inside X(k).

Proof. Since every singular chain σ is a finite sum of singular simplices, it is sufficient to assume
that σ : ∆ −→ X is a singular simplex. Suppose that σ−1(X −X(k)) 6= ∅ for infinitely many k.
Then there is a sequence {xk}∞k=1 such that xk ∈ image(σ), xk belongs to the interior of an nk-
simplex, and limk−→∞ nk = ∞. By the definition of quotient topology, each Ui = X −

⋃
j 6=i xj

is an open subset of X. Since ∆ is compact, finitely many of σ−1(Ui) cover ∆. That is a
contradiction.

Going back to the proof of surjectivity and injectivity of (5.5), for each k ≥ 0, the diagram

Hsimp
n (X(k)) //

��

Hsimp
n (X)

��

Hsing
n (X(k)) // Hsing

n (X)
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commutes and the left column is an isomorphism. Given a homology class in Hsing
n (X),

(i) represent it by a singular n-cycle σ;
(ii) by lemma above, find k such that σ is supported in X(k) (i.e. it is in the image of the second
row);
(iii) since the left column is an isomorphism, find a simplicial n-cycle σ′ in Csimp

n (X) that has
the same homology class as σ.
We conclude that the right column is surjective.

Next, suppose σ in Csimp
n (X) is a simplicial n-cycle which is trivial in singular homology.

(i) Find a singular (n+ 1)-chain σ′ such that ∂σ′ = σ;
(ii) by lemma above, there is k such that σ′ is supported in X(k); therefore σ has trivial singular
homology in X(k);
(iii) since the left column is an isomorphism, find a simplicial (n+ 1)-chain σ′′ in Csimp

n+1 (X) that
∂σ′′ = σ.
We conclude that σ has trivial homology class in Hsimp

n (X); i.e. the right column is injective.

The following generalization of Theorem 3.7 follows from Theorem 3.7, the long-exact sequence
(5.3), and the Five-Lemma above.

Theorem 5.23. If X is a simplicial complex and Y ⊂ X is a simplicial subcomplex then

Hsimp
n (X,Y,R) ∼= Hsing

n (X,Y,R) ∀ n ∈ Z.

We finish this section with another corollary of Proposition 5.10 that is useful both for calcula-
tions and inductive proof of some other results.

Theorem 5.24 (Mayer-Vietoris). Suppose that A,B ⊂ X are subspaces whose interiors cover
X. There exists a long-exact sequence of (singular or simpicial) homology groups

· · ·Hn(A ∩B) −→ Hn(A)⊕Hn(B) −→ Hn(X) −→ Hn−1(A ∩B) · · · ,

where Hn(A)⊕Hn(B) −→ Hn(X) is the sum of canonical homomorphisms Hn(A), Hn(B) −→
Hn(X) and Hn(A ∩ B) −→ Hn(A) ⊕ Hn(B) is direct sum of the canonical homomorphism
Hn(A∩B) −→ Hn(A) and the negative of the canonical homomorphism Hn(A∩B) −→ Hn(A).

Proof. For the covering U = {A,B} of X, we have a short exact sequence of singular chain
complexes

0 −→
(
C•(A ∩B), ∂

)
−→

(
C•(A), ∂

)
⊕
(
C•(B), ∂

)
−→

(
CU• (X), ∂) −→ 0 ,

where Cn(A)⊕Cn(B) −→ CUn (X) is the summation map and Cn(A∩B) −→ Cn(A)⊕Cn(B) is
direct sum of the inclusion into A and the negative of the inclusion into B. By Proposition 5.10,(
CU• (X), ∂) and

(
C•(X), ∂) have identical homology groups. Thus, the long-exact sequence of

the short exact sequence above yields the desired result.

Example 5.25. Consider the standard covering S2 =A∪B with two open disks. The annulus
A ∩B ∼= S1 × [0, 1] deformation retracts to S1 so it has the same homology groups as S1. Both
A and B deformation retract to a point so their homology is concentrated at degree 0. For this
decomposition, the Mayer-Vietoris sequence

0 −→H2(S1,Z) −→ H2(A,Z)⊕H2(B,Z) −→ H2(S2,Z) −→
H1(S1,Z) −→ H1(A,Z)⊕H1(B,Z) −→ H1(S2,Z) −→

H0(S1,Z)
j∗−→ H0(A,Z)⊕H0(B,Z) −→ H0(S2,Z) −→ 0 .
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reads
0 −→0 −→ 0⊕ 0 −→ H2(S2,Z) −→

Z −→ 0⊕ 0 −→ H1(S2,Z) −→ 0

Z −→ Z⊕ Z −→ H0(S2,Z) −→ 0 .

Therefore, H2(S2,Z) = Z. Since H0(S1,Z)
j∗−→ H0(A,Z) is injective, we also conclude that

H1(S2,Z) = 0.

6 Degree of maps

In this section, we define the degree of a continuous map f : X −→ Y between connected closed
oriented manifolds X and Y of the same dimension. This is useful in applications such as in
integrating differential forms and will also be used in defining a CW complex.

Lemma 6.1. Suppose M is a connected oriented closed smooth n-manifold. Then,

Hn(M,Z) ∼= Z.

Proof. Fix a sufficiently refined triangulation on M to give it the structure of an n-dimensional
simplicial complex such that each (n−1)-simplex is the common face of exactly two n-simplices.
If {∆α}α∈I is the set of n-simplices oriented with the restriction of the chosen orientation on
M , then, by the last line, a simplicial n-chain∑

α∈I
aα∆α

is in the kernel of ∂ if and only if aα = aβ whenever ∆α and ∆β share a codimension-1 face.
Since M is connected, we conclude that

aα = aβ ∀ α, β ∈ I.

Conversely, Z ·
∑

α∈I ∆α ⊂ Ker(∂n) = Hn(M,Z). Therefore, Hn(M,Z) ∼= Z.

Definition 6.2. If f : M −→ N is a continuous map between two connected oriented closed
smooth n-manifolds, the degree of f is the integer deg(f) ∈ Z such that the homomorphism

f∗ : Hn(M,Z) ∼= Z −→ Hn(N,Z) ∼= Z

is multiplication by deg(f). If f : M −→ N is a continuous map between two oriented smooth
n-manifolds, and

U ∩ f−1(f(U)) = {x} (6.1)

for a sufficiently small neighborhood of x, then the local degree or multiplicity of f at x ∈M is
the integer degx(f) ∈ Z such that the homomorphism

Z ∼= Hn(M,M − x,Z) ∼= Hn(U,U − x,Z)
f∗−→ Hn(N,N − f(x),Z) ∼= Z

is multiplication by degx(f).
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The condition (6.1) is required for f to be a map of pairs (U,U − x) −→ (N − N − y). The
definition above naturally extend to case that M is closed and oriented but not necessarily
connected. If M1, . . . ,Mk are the connected components of M , we define

deg(f) =

k∑
i=1

deg(f |Mi).

Lemma 6.3. If f : M −→ N is a continuous map of degree d between two oriented closed smooth
n-manifolds and N is connected, then∑

x∈f−1(y)

degx(f) = d ∀ y ∈ N.

In particular, if d 6= 0, then f is surjective.

Proof. The case where n = 0 is trivial. We assume n > 0. Then,

Hn(N,N − y,Z) ∼= Hn(N,Z) ∼= Z ∀ y ∈ N,

and the first isomorphism corresponds to the inclusion (N, ∅) −→ (N,N − y). We may assume
M is connected. Then, the same holds for M . By Excision,

Hn(M,M − f−1(y),Z) ∼=
⊕

x∈f−1(y)

Hn(M,M − x,Z).

In the commutative diagram

Z ∼= Hn(M,Z) //

��

Hn(N,Z) ∼= Z

��
Hn(M,M − f−1(y),Z) ∼=

⊕
x∈f−1(y)Hn(M,M − x,Z) // Hn(N,N − y,Z) ∼= Z ,

the first row maps 1 ∈ Z to deg(f) ∈ Z and the right column maps 1 to 1. Therefore, their
composition maps 1 to deg(f). Also, the left column maps 1 to⊕

x∈f−1(x)

1 ∈ Z|f
−1(y)|

and the second row maps each 1 ∈ Hn(M,M − x,Z) ∼= Z to degx(f) ∈ Hn(M,M − y,Z) ∼= Z.
Therefore, the composition of the left column and second row maps 1 to

∑
x∈f−1(y) degx(f). We

conclude that ∑
x∈f−1(y)

degx(f) = deg(f).

Example 6.4. Let M = N = Sn with n > 0.

(1) The degree of the antipodal diffeomorphism x −→ −x is (−1)n−1.

(2) If n = 1 and f : S1 ⊂ C −→ S1 ⊂ C is given by z −→ zk then deg(f) = k. For n > 1 and
every k ∈ Z, there is a similarly defined map with deg(f) = k.
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(3) By definition, homotopic maps have the same degree. For continuous maps between Sn and
Sn, the converse is also true. The last statement and the second statement of (2) imply that
the n-th homotopy group of Sn is Z; we will prove this later.

(4) If f : Sn → Sn has no fixed points then f is homotopic to the antipodal map and deg(f) =
(−1)n−1. For if f(x) 6= x, then the line segment from −x to f(x) in Rn+1 does not contain
the origin. Therefore, for every t ∈ [0, 1], the map

ft : S
n −→ Sn, x −→ −tx+ (1− t)f(x)

| − tx+ (1− t)f(x)|

is continuous and {ft}t∈[0,1] gives a homotopy between the antipodal map and f .

(5) Sn has a nowhere zero continuous vector field iff n is odd. If ζ is such a vector field, then
ξ = ζ

|ζ| is a unit vector field orthogonal to the normal vector field and

fθ : Sn −→ Sn, x −→ cos(θ)x+ sin(θ)ξ(x), ∀ θ ∈ [0, π],

is a homotopy between id and −id. Therefore, (−1)n−1 = 1 or n is odd. If n = 2m − 1 is
odd, then

ζ(x1, . . . , x2m) = (x2,−x1, . . . , x2m,−x2m−1)

is such a vector field.

(6) If n is even, Z2 is the only nontrivial group that acts freely on Sn. Every homeomorphism
has degree +1 or −1 depending on whether it is orientation preserving or not. Therefore, if
G acts on Sn, then deg defines a function deg: G −→ Z2. By (4), if the action is free, then
every non-trivial element of G is mapped to −1; i.e. Ker(G −→ Z2) is trivial.

7 Euler characteristic

Definition 7.1. Suppose X is a topological space with finite topology, meaning that Hn(X,Z) 6=
0 for finitely many n and Hn(X,Z) has finite rank for all n. Then, the Euler characteristic of
X is the alternating sum

χ(X) =
∑
n

(−1)n rank Hn(X,Z).

Proposition 7.2. Suppose X is a finite simplicial complex, then

χ(X) =
∑
n

(−1)n#{n-simplices of X}

When X is a triangulated surface, Proposition 7.2 gives the famous formula

χ(X) = #vertices + #triangles−#edges.

Proposition 7.2 is a corollary of the following Lemma.

Lemma 7.3. Suppose (C•, ∂) is a finite chain complex over Z, meaning that Cn 6= 0 for finitely
many n and Cn is a finite rank Z-module for all n. Then,∑

n

(−1)n rank Hn(C•) =
∑
n

(−1)n rank Cn. (7.1)
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Proof. If 0 −→ A −→ B −→ C −→ 0 is a short-exact sequence of finite-rank Z-modules then

rank B = rank A+ rank C.

If (C•, ∂) is a chain complex, for each n,

0 −→ Im(∂n+1) −→ Ker(∂n) −→ Hn(C) −→ 0

is a short-exact sequence. Therefore,∑
n

(−1)n rank Hn(C•) =
∑
n

(−1)n (rank Ker(∂n)− rank Im(∂n+1))

=
∑
n

(−1)n
(
rank Ker(∂n) + rank Im(∂n)

)
.

For each n,
0 −→ Ker(∂n) −→ Cn −→ Im(∂n) −→ 0.

is also a short-exact sequence. Therefore,∑
n

(−1)n rank Cn =
∑
n

(−1)n
(
rank Ker(∂n) + rank Im(∂n)

)
.

We conclude (7.1).

Example 7.4. We show that there is a smooth degree 1 map from the 2-torus T to the 2-sphere
S2 (see Example 8.3 for a different argument and its generalization). However, we can use euler
characteristic to show that there is no holomorphic map of degree 1 between any complex torus
T and S2. In the reverse direction, it can be shown (by passing to the universal cover) that any
continuous map from the 2-sphere to the 2-torus has degree zero.

Let γ1, γ2 : S1 −→ R3 be two disjoint (oriented) embedded loops. Define

fγ1,γ2 : T −→ S2 ⊂ R3, f(θ1, θ2) =
γ1(θ)− γ2(θ)

|γ1(θ)− γ2(θ)|
∀, θ1, θ2 ∈ S1.

If γ1∪γ2 is a Hopf link, it can be shown that f has degree 1 (Exercise: find the relation between
deg(f) and the linking number of arbitrary disjoint oriented knots γ1 and γ2.)

If T is a complex torus and f : T −→ S2 = CP1 is a holomorphic map, then f is a local
diffeomorphism away from finitely many critical points p1, . . . , pk ∈ T and, for each pi, there is
a local holomorphic coordinate zi around pi and a local holomorphic coordinate around f(pi)
such that f(zi) = zmii . Here mi > 0 is the local degree degpif . Suppose K is a triangulation
of S2 such that every critical value f(pi) is a vertex of K and each 1 and 2-simplex has deg(f)
disjoint lifts to T (such a triangulation exists). Let f−1(K) denote the lifted triangulation on T .
Then,

χ(S2) = #vertices of K + #triangles of K −#edges of K,
χ(T ) = #vertices of f−1(K) + #triangles of f−1(K)−#edges of f−1(K).

We have,
#triangles of f−1(K) = deg(f) ·#triangles of K,

#edges of f−1(K) = deg(f) ·#edges of K,

#vertices of f−1(K) = deg(f) ·#vertices of K −
∑
pi

(mi − 1).
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Therefore,

χ(T ) = def(f) · χ(S2)−
∑
pi

(mi − 1). (7.2)

If def(f) = 1, then
∑

pi
(mi − 1) = 2. Therefore, we either have two critical points of order

2 or one critical point of order 3. In the second scenario, f : T − {p1} −→ S2 − {f(p1)} is
a homeomorphism between once-punctured torus and once-punctured sphere. But these two
spaces have different first homology groups. In the first scenario, we get a homeomorphism be-
tween twice-punctured torus and once or twice-punctured sphere. Both are impossible because
H1(T 2 − {p1, p2}) = Z4 while H1(S2 − {q1}) = 0 and H1(S2 − {q1, q2}) = Z.

The argument leading to (7.2) holds for any holomorphic map f : Σ1 −→ Σ2 between two
Riemann surfaces and yields the RiemannHurwitz formula

χ(Σ1) = def(f) · χ(Σ2)−
∑

p∈Crit(f)

mp,

where Crit(f) is the set of critical points of f and mp = degp(f) is the local degree or multi-
plicity of f at p. As a simple corollary of RiemannHurwitz formula, there is no non-constant
holomorphic map from a Riemann surface of lower genus to a Riemann surface of higher genus.

8 Cellular Homology

The concept of CW complex was introduced Whitehead to meet the needs of homotopy theory.
This class of topological spaces is broader and has some better categorical properties than
simplicial complexes, but still retains a combinatorial nature that allows for computation (often
with a much smaller complex). For each n≥0, a n-cell is a n-dimensional open ball in Rn; i.e.,

{x ∈ Rn : |x| < 1}.

A 0-dimensional CW complex is a topological space with discrete topology. A k-dimensional
CW complex is constructed, inductively, by gluing the boundaries of a number of k-cells to
a (k − 1)-dimensional CW complex C(k−1). The topology of the resulting k-dimensional CW
complex C(k) is the quotient topology defined by these gluing maps. One can either stop this
inductive process at a finite stage, setting C = C(n) for some n < ∞, or continue indefinitely,
setting C =

⋃
n C(n). In the latter case, C is given the weak topology: A set A ⊂ C is open (resp.

closed) iff A ∩ C(n) is open (resp. closed) in C(n) for all n ≥ 0.

The terminology “CW”-complex refers to the following two properties satisfied by CW com-
plexes: (1) Closure-finiteness: The closure of each cell meets only finitely many other cells; (2)
Weak topology: A set is closed iff it meets the closure of each cell in a closed set. CW complexes
are Hausdorff, locally contractible, and a neighborhood of each sub-complex A of a CW com-
plex X deformation retracts onto A. We refer to the Appendix of [?] for a proof and complete
discussion of these and other properties of CW complexes.

Since the interior of every k-simplex is a k-cell, every simplicial complex K is naturally a CW
complex. The converse is not true, the gluing maps of the inductive construction above can be
quite complicated. In conclusion, we have the following hierarchy:

smooth manifolds ( simplicial complexes ( CW complexes ( topological spaces.
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For n ≥ 0, let Cn(C,R) denote the free abelian group generated (over a commutative ring R)
by all n-cells in {en,α}α∈In (together with a choice of orientation on each n-cell); therefore,

Cn(C,R) =
⊕
α∈In

R · en,α ∼= RIn .

For each oriented n-cell en,α, the boundary (n − 1)-chain ∂en,α ∈ Cn−1(C,R) is defined in the
following way.

Every n-cell en,α comes with a gluing map

ϕα : ∂topen,α=Sn−1−→ C(n−1), (8.1)

where ∂topen,α ∼= Sn−1 is the topological boundary3 of en,α (with the boundary orientation).
Let C(n−1)/C(n−2) denote the topological space obtained by collapsing C(n−2) into a point and
π : C(n−1) −→ C(n−1)/C(n−2) denote the corresponding projection map. The quotient space
C(n−1)/C(n−2) is a bucket/wedge of (oriented) (n− 1)-spheres attached to each other at a single
point. For each β ∈ In−1, by further collapsing all other (n−1)-spheres [en−1;γ ] in C(n−1)/C(n−2),
with γ ∈ In−1 − {β}, and with notation as in (8.1), we obtain a continuous map between two
oriented (n− 1)-spheres

ϕα,β : ∂topen,α=Sn−1 ϕα−→C(n−1) π−→C(n−1)/C(n−2) πβ−→ [en−1,β] ∼= Sn−1.

Let dα,β ∈ Z denote the degree of this map. We define

∂en,α =
∑

β∈In−1

dα,βen−1,β.

The sum is finite due to the Closure-finiteness property mentioned above. The boundary oper-
ator ∂ linearly extends to all n-chains in Cn(C,R):

(or ∂n) ∂ : Cn(C,R) −→ Cn−1(C,R). (8.2)

Note that the definition of degrees dα,β and thus ∂ makes use of singular homology (groups of
sphere). Thus, the proof that ∂2 = 0 would naturally involve statements about relative singular
homology groups of different skeleta of C. The cellular homology groups

Hcell
n (C,R) ..=

Zn(C,R) ..= Ker
(
∂ : Cn(C,R) −→ Cn−1(C,R)

)
Bn(C,R) ..= Image

(
∂ : Cn+1(C,R) −→ Cn(C,R)

) , ∀ n ≥ 0,

are the homology groups of the chain complex (C•(C,R), ∂).

Theorem 8.1. If C is a CW complex, then (8.2) is a chain map and

Hcell
n (C,R) ∼= Hsing

n (C,R) ∀ n ∈ Z.

Proof. The proof consists of several steps and lemmas. We list these steps and sketch the proofs
or leave some of the proofs to the reader. We denote the singular homology groups with H•
(with the superscript sing).

3We are writing ∂tope instead of just ∂e to distinguish it from the chain map defined below.
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(1) There is a natural identification

Hn(C(n)/C(n−1),R) = Cn(C,R) ∀n ≥ 0. (8.3)

For n > 0, this identification follows from the fact that
(i) Hn(C(n)/C(n−1),R) = Hn(C(n), C(n−1),R),
(ii) C(n)/C(n−1) is a wedge of n-spheres indexed by the set of n-cells of C, and
(iii) Hn(Sn,R) = R.

For n = 0, the identification is the identity map!

(2) We can use the long-exact sequence

· · · −→ Hk(Cn−1) −→ Hk(Cn) −→ Hk(C(n), C(n−1)) −→ Hk−1(Cn−1) −→ · · ·

to conclude that
(i) Hk(C(n),R) = 0 for k > n,
(ii) the inclusion ι : C(n) −→ C induces isomorphisms ι∗ : Hk(C(n),R) −→ Hk(C,R) for k < n.

(3) In the diagram,

Hn(C(n−1)) = 0

��
Hn(C(n), C(n−1))

δn // Hn−1(C(n−1)) //

jn−1

��

Hn−1(C(n)) ∼= Hn−1(C) // Hn−1(C(n), C(n−1)) = 0

Hn−1(C(n−1), C(n−2))

the row is (part of) the long-exact sequence of the pair (C(n), C(n−1)), the column is (part
of) the long-exact sequence of the pair (C(n−1), C(n−2)), the vanishing on top is due to Item
(2)(i), the vanishing on right is due to Item (1), and the isomorphism Hn−1(C(n)) ∼= Hn−1(C)
is due to Item (2)(ii).

(4) Claim. The map

jn−1 ◦ δn : Cn(C,R) ∼= Hn(C(n), C(n−1)) −→ Hn(C(n−1), C(n−2)) ∼= Cn−1(C,R)

given by the identifications (8.3) and (1)(i) coincides with ∂n in (8.2).

Proof. The claim follows from

Hn−1(C(n−1), C(n−2)) = Hn−1(C(n−1)/C(n−2)),

when n > 0, and the definition of δn.

(5) From jn−1 ◦ δn ≡ ∂n, we get

∂n∂n+1 = jn−1 ◦ δn ◦ jn ◦ δn+1.

However, δn ◦ jn = 0 because

Hn(C(n))
jn−→ Hn(C(n), C(n−1))

δn−→ Hn−1(C(n−1)) −→ · · ·

is part of the long-exact sequence of the pair (C(n), C(n−1)).
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(6) The isomorphism
Hcell
n (C,R) ∼= Hsing

n (C,R)

follows from the union of the diagram in (3) and the similar one with n+ 1 instead of n in
the following way. First, we redraw and complete the diagram in (3) in the following way:

0

0

��

Hn(C)

77

Hn(C(n))

jn
��

in

55

Hn+1(C(n+1), C(n))

δn+1

55

∂n+1 // Hn(C(n), C(n−1))
∂n //

δn
��

Hn−1(C(n−1), C(n−2))

Hn−1(C(n−1))

jn−1

55

0

55

With notation as in the diagram above, we want to prove

Hn(C) =
Ker(∂n)

Im(∂n+1)

The exactness of top slanted long-exact sequence implies

Hn(C) =
Hn(C(n))

Im(δn+1)
.

Since jn is injective, jn : Im(δn+1) −→ Im(∂n+1) is an isomorphism and

Hn(C(n))

Im(δn+1)
∼=

Im(jn)

Im(∂n+1)
.

Similarly, since jn−1 is injective,

δn : Ker(∂n) −→ Im(δn)

is an isomorphism and
Im(jn)

Im(∂n+1)
=

Ker(δn)

Im(∂n+1)
=

Ker(∂n)

Im(∂n+1)
.

Therefore,

Hn(C) =
Ker(∂n)

Im(∂n+1)
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Example 8.2. For each m ≥ 0, the real projective space RPm has the structure of a CW
complex Cstd made of exactly one cell in each dimension 0 ≤ k ≤ m. The gluing map of the k-th
cell ek to Ck−1 = RPk−1 is the (2 : 1)-covering map Sk−1 −→ RPk−1. The cells can be oriented
in a way that the boundary maps of the chain complex

0 −→ Cm(Cstd,Z) ∼= Z ∂−→ · · · ∂−→ C0(Cstd,Z) ∼= Z −→ 0

are equal to
∂ = (1 + (−1)k) : Ck(Cstd,Z) ∼= Z −→ Ck−1(Cstd,Z) ∼= Z.

In other words, we have

· · · −→ Z ×2−→ Z ×0−→ Z ×2−→ Z ×0−→ Z −→ 0

We conclude that

Hi(RPm,Z) =


Z if i = 0,

Z if i = m and m is odd,

Z2 = Z/2Z if 0 < i < m, i = odd

0 otherwise.

For each m ≥ 0, the complex projective space CPm has the structure of a CW complex Cstd

made of exactly one cell in each even dimension 0 ≤ 2k ≤ 2m. The gluing map of the 2k-th
cell e2k to C2k−1 = C2k−2 = CPk−1 is the projection map S2k−1 −→ CPk−1. The latter is a fiber
bundle with S1-fibers. It follows that the boundary maps in

0 −→ C2m(Cstd,Z) ∼= Z ∂−→ C2m−1(Cstd,Z) ∼= 0
∂−→ C2m−2(Cstd,Z) ∼= Z · · ·

are all trivial and

Hi(CPm,Z) =

{
Z if i = 2k, 0 ≤ k ≤ m,
0 otherwise.

Example 8.3. Consider the standard CW complex for the torus consisting of one 0-cell, two
(oriented) 1-cells a and b, and one 2-cell that is attached along the boundary to the word
aba−1b−1. Thus the complement of the 2-cell is the wedge S1∨S1 of the two loops corresponding
to a and b and T = (S1 ∨S1)∪ϕ e2 where ϕ : ∂tope2 −→ S1 ∨S1 is the attaching map. It follows
that the quotient space T/S1 ∨S1 has the CW structure e0 ∪ϕ̃ e2 where e0 is one 0-cell and ϕ̃ is
the constant map ∂e2 −→ e0. We observe that the quotient is S2. The quotient map q : T −→ S2

obtained above has degree 1 map because it is a homeomorphism on e2. The argument above
can be used to show that any connected oriented closed smooth n-manifold M admits a degree
one map to Sn. Using Morse theory, one can show that M admits a CW complex structure with
only one n-cell. Then M −→ M/M (n−1) ∼= Sn is a degree 1 map. For n 6= 4, it is known that
every closed connected C0 n-manifold has such a CW complex structure with one n-cell, even
if it does not admit a smooth structure. If n = 4, however, it is not even known if every closed
four-manifold has a CW complex structure.

Lemma 8.4. Given an abelian group G and n ≥ 1, there exists a path-connected CW complex
C with Hn(C,Z) ∼= G and Hk(C,Z) ∼= 0 for all k 6= 0, n.
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Proof. The proof is constructive. The resulting CW complexes C = C(G,n) are called Moore
spaces.

If G = Z, take C = Sn. If G = Z, start with C(n) = Sn and attach an (n + 1)-cell en+1 via a
C0-map ϕ : ∂topen+1 = Sn −→ Sn of degree d to build the desired C. More generally, if G has
a set of generators {xα}α∈I , start with the wedge C(n) of a set of n-spheres indexed by I, and
attach (n + 1)-cells corresponding to the relations among the generators in the following way.
The relations form the Kernel K of a map F −→ G, where F is the free abelian group generated
by {xα}α∈I . Thus K itself is a free abelian group generated by some set {yβ}β∈I′ . Each yβ has
a finite decomposition

yβ =
∑

dβ,αxα

where dβ,α are integers. The attaching homomorphisms

ϕβ : ∂topen+1,β → C(n)

are dictated by the equations above. They can be constructed in the following way. For each β,
choose a finite disjoint set {Uβ,α}α : dβ,α 6=0 of (open) balls in ∂topen+1,β. Since Uβ,α/∂

topUβ,α ∼=
Sn, there is a continuous map

ϕβ,α : Uβ,α −→ Snα ⊂ C(n)

such that (i) ϕβ,α maps a collar neighborhood of ∂topUβ,α ∼= Sn to the attaching point x of the
wedge of spheres in C(n), and (ii) the induced map

Uβ,α/∂
topUβ,α ∼= Sn −→ C(n)

is a degree dβ,α covering of Snα ⊂ C(n). By Property (i), there is C0-map

ϕβ : ∂topen+1,β → C(n)

whose restriction to each Uβ,α is ϕβ,α and is the constant function x on the complement

∂topen+1,β −
⋃
β

Uβ,α.

Remark 8.5. If X is a finite CW complex, the same argument as in the proof of Proposition 7.2
shows

χ(X) =
∑
n

(−1)n#{n-cells}.

For instance

χ(RPn) =

{
0 if n = odd

1 if n = even
and χ(CPn) = n+ 1.

9 Cohomology

The homology groups Hk(X,Z) of a topological space X are a bunch of abelian groups indexed
by natural numbers k ∈ N. A natural question is whether there is a product structure on⊕

k∈N
Hk(X,Z)
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that would turn it into a ring? Let’s consider the ideal case where X is a closed oriented smooth
manifold and [M ] and [N ] are homology classes of degree m and n represented by oriented
closed smooth submanifolds M,N ⊂ X. If M and N intersect transversally, then M ∩N is also
a closed oriented submanifold of dimension

dimM ∩N = dimM + dimN − dimX.

Thus, we can define
[M ] ∩ [N ] ..= [M ∩N ] ∈ Hm+n−dimX(X,Z).

It is easy to see that [M ] ∩ [N ] is independent of the transversal pair (M,N) representing the
homology classes ([M ], [N ]). Assuming that we can extend the operation ∩ to arbitrary homol-
ogy classes in X, we would obtain an operator between the homology groups Hk(X,Z) with
respect to which the degree is not additive. Moreover, the appearance of dimX in the formula
indicates that such an operator can not be defined for arbitrary topological spaces. One of the
motivations for studying cohomology groups below is to define homology-type groups that admit
a ring structure.

Homology groups arise from chain complexes. In a chain complex, the boundary map is a degree
decreasing operator. When studying algebraic structures associated to topological problems, we
sometimes obtain a sequence of degree increasing operators between groups indexed by integers
in the following sense.

Definition 9.1. A cochain complex is a sequence of degree increasing coboundary maps

· · ·Cn−1 ∂n−1

−→ Cn
∂n−→ Cn+1 ∂n+1

−→ · · ·

between commutative groups such that ∂n+1∂n = 0 for all n ∈ Z.

Usually, we have Cn ≡ 0 for n < 0 and the sequence starts with C0. The following shows that
there is a natural way to transform any chain complex to a co-chain complex and vice-versa.

Definition 9.2. Given a chain complex

· · ·Cn+1
∂n+1−→ Cn

∂n−→ Cn−1
∂n−1−→ · · · ,

and an abelian group G, the cochain complex (C•, ∂∗) dual to (C•, ∂) consists abelian groups

Cn = C∗n
..= Hom(Cn, G)

and coboundary maps

∂n ..= ∂∗n : Hom(Cn, G) −→ HomR(Cn+1, G), ∂n(%) ..= % ◦ ∂n+1. (9.1)

The converse is defined similarly. If Cn and G are R-modules, we can also consider the dual
chain complex of R-modules with C∗n

..= HomR(Cn, G). The case where R = Z corresponds to
arbitrary abelian groups.

Remark 9.3. Note that, by definition

∂∗n+1∂
∗
n(%) = ∂∗n+1

(
∂∗n(%)

)
= ∂∗n+1

(
% ◦ ∂n+1

)
= % ◦ ∂n+1 ◦ ∂n+2 = 0;

i.e. ∂∗n+1∂
∗
n = 0.
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Remark 9.4. Note that applying the duality twice we don’t necessarily get the original chain/cochain
complex. For instance, if C = Z2, then

C∗ = Hom(Z2,Z) = 0 and C∗∗ = Hom(C∗,Z) = 0.

Therefore, C∗∗ 6= C. However, if R is a field and Cn are R-vector spaces, then C∗n
..=

HomR(Cn,R) is the dual vector space and C∗∗n is naturally isomorphic to Cn. Therefore, there
will be no loss of information in this process.

The cohomology groups of a cochain complex (C•, ∂•) are the quotient spaces (R-modules)

Hk(C•, ∂•) =
Ker

(
∂•k : Ck −→ Ck+1

)
Im
(
∂•k−1 : Ck−1 −→ Ck

) ∀ k ∈ Z.

Definition 9.5. Simplicial, singular, and cellular cohomology groups of a simplicial com-
plex/topological space/CW complex X with coefficients in a commutative group G are the
cohomology groups of the cochain complexes dual to the integral simplicial, singular, and cellu-
lar chain complexes constructed using Hom(−, G).

It is natural to wonder if there is any relation between the homology groups of a chain complex
and the cohomology groups of it dual cochain complex. The following lemma is a sign of hope.

Lemma 9.6. For every chain complex (C, ∂) and every abelian group G, with Cn ..= Hom(Cn, G)
for all n ∈ Z, there are natural homomorphisms

Dn : Hn(C•, ∂•) −→ Hom
(
Hn(C•, ∂•), G

)
.

Furthermore, if Cn are free Z-modules then Dn is surjective and has a (non-canonical) right-
inverse.

In the light of the lemma above, one may ask whether Dk is an isomorphism; i.e.

Hn(C•, ∂•)
?
= Hom

(
Hn(C•, ∂•), G

)
.

The following example shows that the answer is not always yes.

Example 9.7. Let (C•, ∂•) be the chain complex

0 −→ Z 0−→ Z ×2−→ Z 0−→ Z −→ 0,

and G = Z. Then, the dual cochain complex (C•, ∂•) is

0 −→ Z 0−→ Z ×2−→ Z 0−→ Z −→ 0.

As a sequence, both are the same. However, they are graded differently. The former ends at C0

and the latter begins with C0. Thus, we have

H0(C•, ∂•) = H3(C•, ∂•) = Z, H1(C•, ∂•) = H2(C•, ∂•) = Z2,

H2(C•, ∂•) = H1(C•, ∂•) = 0, H3(C•, ∂•) = H0(C•, ∂•) = Z.

The following lemma explains the loss of exactness in passing to dual.
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Lemma 9.8. The functor Hom(−, G) is only left-exact in the sense that if

0 −→ A
i−→ B

j−→ C −→ 0 (9.2)

is a short exact sequence then

0 −→ Hom(C,G)
j∗−→ Hom(B,G)

i∗−→ Hom(A,G) (9.3)

is exact but the last map is not necessarily surjective (nevertheless, it is still a cochain complex).

Example 9.9. The Z-dual of the short exact sequence

0 −→ Z ×n−→ Z −→ Zn −→ 0,

is
0 −→ 0 −→ Z ×n−→ Z.

The latter has a non-trivial cohomology group H2 = Zn.

In the following, first, we prove Lemma 9.6 and then we delve into some details about the Hom
functor Hom(−, G), how the left-exact sequence (9.3) can be completed on the right, and its
connection to understanding the Kernel (and CoKernel) of Dn.

Proof of Lemma 9.6. By (9.1), % ∈ C∗n ..= Hom(Cn, G) is a cochain complex, i.e. ∂∗n% = 0, if
and only if % ◦∂n+1 = 0. Since % vanishes on the image of ∂n+1, it descends to a homomorphism

Dn(%) : Hn(C•, ∂•) =
Ker

(
∂n
)

Im
(
∂n+1

) −→ G. (9.4)

Furthermore, if % ∈ Im(∂∗n−1), then % = %′ ◦ ∂n for some %′ ∈ HomR(Cn−1, G). Therefore, Dn(%)
vanishes on Ker

(
∂n
)
/Im

(
∂n+1

)
. We conclude that (9.4) only depends on the cohomology class

[%] of %.

Note that every homomorphism
η : Hn(C, ∂) −→ G

can be seen as a homomorphism

η : Ker
(
∂n
)
⊂ Cn −→ G

that vanishes on Im
(
∂n+1

)
. Therefore, by (9.1), for any extension

η̃ : Cn −→ G

of η we automatically have ∂∗nη̃ = 0. In general, the short exact sequence

0 −→ Ker
(
∂n
)
−→ Cn −→ Im

(
∂n+1

)
−→ 0 (9.5)

need not be split. However, if Cn+1 is free, then Im
(
∂n+1

)
is also free and the sequence splits.

Therefore, every η ∈ Ker
(
∂n
)

has an extension to Cn and we conclude that Dn is surjective.
The construction of η̃ also shows that a choice of splitting in (9.5) results in a right-inverse
for Dn.
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Exercise 9.10. If R is a field and Cn are R-vector spaces, then C∗n = HomR(Cn,R) are the
dual vector spaces. In this situation, prove that Dn is an isomorphism for all n.

Example 9.11. Let us discuss the example of simplicial cohomology with coefficients in an
abelian group G. Suppose K is a simplicial complex with the set of n-simplices {∆α}α∈In . Then

Cn =
⊕
α∈In

G ·∆α,

where we fix an orientation on each simplex, and ∂• are defined in the following way. We have

∂n∆α =
∑

β∈In+1 : ∆α∈∂top∆β

(−1)εα,β ,

where εα,β = 1 if and only if the orientation on ∆α is the same as the boundary orientation
coming from the orientation on ∆β. It is also important to notice that if ∆α appears as a
boundary of ∆β is multiple ways (for instance when the two ends of an interval are attached at
a point), then each way contributes one summand to the sum on the right.

Going back to Lemma 9.8, note that if the sequence (9.2) splits, then (9.3) will be exact at right
as well. As we noted in the proof of Lemma 9.6, this is for instance the case when C is free.

Definition 9.12. Suppose A is an abelian group (there are similar versions for R-modules). A
free resolution of A is an exact sequence

· · · −→ F2
f2−→ F1

f1−→ F0
f0−→ A −→ 0

such that Fi are free groups.

By making the last arrow vertical and add a sequence of zero groups and trivial maps under Fi
with i > 0, we get the commutative diagram

· · · // F2
f2 //

��

F1
f1 //

��

F0

f0
��

· · · // 0 // 0 // A

(9.6)

which is a map of chain complexes; one chain complex is

(F•, f•) ..=
(
· · · −→ F2

f2−→ F1
f1−→ F0 −→ 0

)
whose only non-trivial homology is H0(F•, f•) = A and the other one is the chain complex with
a single nontrivial term A in degree 0 and H0 = A. In other words, a free resolution replaces
one abelian group with a sequence of free abelian groups whose homology is A. The map f0

together with trivial maps in higher degrees defines a chain map f0 : (F•, f•) −→ A.

Note that if A is free, we can take the obvious resolution F0 = A and Fi = 0 for all i > 0. Every
abelian group (or finitely generated modules over a P.I.D) has a two-term free resolution

0 −→ F1
f1−→ F0 −→ A −→ 0

where F0 is the free group over a set of generators. Free resolutions with more terms appear
in some examples or other homological contexts. Note that if A is not a discrete group such
as U(1), F0 and F1 will involve uncountably many generators. Fortunately, here, we mainly
concern finitely generated abelian groups which are direct sum of a bunch of Z and Z/mZ.
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Lemma 9.13. Let A be an abelian group.

(1) Given abelian groups A and A′, α ∈ Hom(A,A′), and free resolutions f0 : (F•, f•) −→ A and
f ′0 : (F ′•, f

′
•) −→ A′, there are homomorphisms αi ∈ Hom(Fi, F

′
i ), for all i ≥ 0, such that the

following diagram commutes

· · · // F2
f2 //

α2

��

F1
f1 //

α1

��

F0
f0 //

α0

��

A

α
��

· · · // F ′2
f ′2 // F ′1

f ′1 // F ′0
f ′0 // A′

Different choices of chain maps α• ..= (αi)i∈N : (F•, f•) −→ (F ′•, f
′
•) are chain homotopic.

(2) Every two resolutions of A are homotopy equivalent.

Proof. Part (2) follows from part (1) in the following way. For A = A′, α = id, and two free
resolutions f0 : (F•, f•) −→ A and f ′0 : (F ′•, f

′
•) −→ A, we get chain maps

α• : (F•, f•) −→ (F ′•, f
′
•) and β• : (F ′•, f•) −→ (F•, f•).

Both
β• ◦ α• : (F•, f•) −→ (F•, f•) and α• ◦ β• : (F ′•, f

′
•) −→ (F ′•, f

′
•)

extend the identity map on A. So they are chain homotopic to trivial extensions id : (F•, f•) −→
(F•, f•) and id: (F ′•, f

′
•) −→ (F ′•, f

′
•).

For part (1), lets first build α0. For each generator x of F0, since f ′0 is surjective, there is y ∈ F ′0
such that f ′(y) = α(f0(x)). Choose one such y and define α0(x) = y. Making similar choices

over a set of generators of F0 defines α0. The exactness of the rows imply Im(f1) = Ker(f0) and
Im(f ′1) = Ker(f ′0). The commutativity of the right square implies Im(α0) ⊂ Ker(f ′0) = Im(f ′1).
Replacing α : A −→ A′ with α0 : Im(f0) : Im(f ′0), the existence of α1 filling the diagram below
follows from the argument above,

· · · // F2
f2 //

α2

��

F1
f1 //

α1

��

Im(f0)

α0

��
· · · // F ′2

f ′2 // F ′1
f ′1 // Im(f ′0) .

Inductively, we can eliminate one square at a time and build all the αi from right to left.

To show that different choices of chain maps (αi)i∈N : (F•, f•) −→ (F ′•, f
′
•) are chain homotopic

is equivalent to showing that if α = 0, then every such (αi)i∈N is homotopic to the trivial chain
map (0)i∈N. In other words, if α = 0, we find hi : Fi −→ F ′i+1 (including h−1 : F−1 = A −→ F0)
such that f ′i+1hi + fihi−1 = αi for all i ≥ −1 (with α−1 = α = 0). We take h−1 = 0. We have

Im(α0) ⊂ Ker(f ′0) = Im(f ′1).

Therefore, for every x ∈ F0, there is y ∈ F ′1 such that α0(x) = f ′1(y). Fix a basis for F0

and define h0 to be the map x −→ y for some choice of y as above. By definition, we have
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f ′1h0 + h−1f0 = α0. Next, consider the α′1 = α1 − h0f1 : F1 −→ F ′1. The diagram

· · · // F2
f2 //

α2

��

F1
f1 //

α′1
��

Im(f0)

0
��

· · · // F ′2
f ′2 // F ′1

f ′1 // Im(f ′0) .

commutes. Therefore, applying the previous argument we get h1 : Im(f0) −→ F ′1 such that
f ′1h1 = α′1 = α1 − h0f1; in other words α1 = f ′2h1 + h0f1. Inductively, we can eliminate one
square at a time and build all the hi from right to left.

If A and G are abelian groups and (F•, f•) is a free resolution of A, applying Hom(−, G) to the
exact chain complex (F•, f•) we obtain the cochain complex

0 −→ Hom(F0, G) −→ Hom(F1, G) −→ · · ·

which is not necessarily exact anymore. Let Exti(A,G) be the i-th cohomology group of this
sequence.

Lemma 9.14. The groups Exti(A,G) are independent of the choice of the free resolution in-
volved (so the notation is justified). We have Ext0(A,G) = Hom(A,G) and Exti(A,G) = 0 for
i > 2.

Proof. The first statement is a consequence of Lemma 9.13.(2). We know every abelian group
A has a two-term free resolution

0 −→ F1
f1−→ F0

f0−→ A −→ 0,

which is a short-exact sequence. By Lemma 9.8, applying Hom(−, G), we obtain the left-exact
sequence

0 −→ Hom(A,G)
f∗0−→ Hom(F0, G)

f∗1−→ Hom(F1, G). (9.7)

We conclude that Ext0(A,G) = ker(f∗1 ) = Hom(A,G) and Exti(A,G) = 0 for i > 1, and
Ext1(A,G) = Coker(f∗1 ).

By the proof above, Ext1(A,G) is the group which completes the left-exact sequence (9.7) into
an exact sequence

0 −→ Hom(A,G)
f∗0−→ Hom(F0, G)

f∗1−→ Hom(F1, G) −→ Ext1(A,G) −→ 0.

Remark 9.15. The functors Exti(−, G) are called the derived functors of the functor Hom(−, G).
As we mentioned before, these functors exist in much more generality than used here. In other
contexts, the higher Ext functors (beyond Ext1) can be non-trivial. As the following lemma
shows, Ext1 is related to group extensions. Note that if A is free then Ext1(A,G) = 0.

Exercise 9.16. Find Ext1(Zm,Zn).

Theorem 9.17. (i) A short exact sequence of abelian groups

0 −→ A −→ B −→ C −→ 0
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results in a long-exact sequence

0→ Hom(C,G)→ Hom(B,G)→ Hom(A,G)→ Ext1(C,G)→ Ext1(B,G)→ Ext1(A,G)→ 0.

(ii) There is a one-to-one correspondence between Ext1(C,A) and the set of isomorphism classes
of extensions (short-exact sequencess)

0 −→ A
i−→ B

j−→ C −→ 0

of C by A. The trivial extension B = A⊕ C corresponds to 0 ∈ Ext1(C,A).

Exercise 9.18. To prove part (i) of Theorem 9.17, show that given two-term free resolutions
0 → F1 → F0 → A → 0 and 0 → H1 → H0 → C → 0, we can build a two-term free resolution
of B of the form

0→ F1 ⊕H1 → F0 ⊕H0 → B → 0.

Then, use the short exact sequence 0→ F• → (F•+H•)→ H• → 0 of chain complexes to prove
thee desired result.

Remark 9.19. By part (i) of the theorem above, applying Hom(−, A) to an extension, we get
a long-exact sequence

0→ Hom(C,A)
j∗→ Hom(B,A)

i∗→ Hom(A,A)
δ→ Ext1(C,A)→ Ext1(B,A)→ Ext1(A,A)→ 0.

This long-exact sequence allows us to define a map

e : {the set of isomorphism classes of extensions of C by A} → Ext1(C,A)

by sending B to
e(B) = δ(idA) ∈ Ext1(C,A).

Part (ii) claims that e is an isomorphism; see Theorem 3.4.3 from Weibel’s book: “Introduction
to homological algebra”.

Exercise 9.20. Find an additive group structure on the set of isomorphism classes of extensions
of C by A that corresponds to the homological group structure of Ext1(C,A) (There is a con-
struction known as Baer sum). What does the multiplication by −1 in Ext1(C,A) correspond
to?

We are ready to state and prove the result that explains the kernel of Dn (whenever the chain
complex consists of free groups).

Theorem 9.21. (Universal Coefficient Theorem) Let (C•, ∂•) be a chain complex of free abelian
groups, G be an abelian group and (C•, ∂•) = Hom

(
(C•, ∂•), G

)
. Then there are natural short

exact sequences

0 −→ Ext1
(
Hn−1(C•, ∂•), G

)
−→ Hn(C•, ∂•) −→ Hom(Hn(C•, ∂•), G) −→ 0

for all n. These sequences split, but the splitting is not natural.
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Proof. For every n, let Zn ⊂ Cn and Bn−1 ⊂ Cn−1 denote the kernel and image of ∂n : Cn −→
Cn−1. Since, by assumption, each Cn is free, Zn and Bn are free for all n. We have a short exact
sequence of chain complexes

· · · // Zn+1
0 //

in+1

��

Zn
0 //

in
��

Zn−1
0 //

in−1

��

· · ·

· · · // Cn+1
∂n+1 //

jn+1

��

Cn
∂n //

jn
��

Cn−1
∂n−1 //

jn−1

��

· · ·

· · · // Bn
0 // Bn−1

0 // Bn−2
0 // · · ·

which we shortly write as 0 −→ (Z•, 0) −→ (C•, ∂•) −→ (B•−1, 0) −→ 0. Since all groups
in these chain complexes are free, applying the functor Hom(−, G) yields again a short exact
sequence of cochain complexes

0 −→
(
Hom(B•−1, G), 0) −→

(
Hom(C•, G), ∂•) −→

(
Hom(Z•, G), 0) −→ 0.

Since the differentials in Hom(B•−1, G) and Hom(Z•, G) are trivial, the n-th cohomology of
the former is just Hom(Bn−1, G), and the n-th cohomology of the latter is just Hom(Zn, G).
Therefore, the long exact sequence in cohomology associated to the short exact sequence 0 →
(Z•, 0)→ (C•, ∂•)→ (B•−1, 0)→ 0 reads

· · · → Hom(Zn−1, G)
δn−1→ Hom(Bn−1, G)→ Hn(C•, G)→ Hom(Zn, G)

δn→ Hom(Bn, G)→ · · ·

The following two/three steps complete the proof of the first statement.

• It can be easily shown than that the connecting homomorphism Hom(Zn, G)
δn→ Hom(Bn, G)

is simply the dual ι∗n of the n-th inclusion map ιn : Bn ↪→ Zn.

• The short exact sequences

0 −→ Bn−1
ιn−1−→ Zn−1 −→ Hn−1(C•, ∂) −→ 0

and
0 −→ Bn

ιn−→ Zn −→ Hn(C•, ∂) −→ 0

are free resolutions of Hn−1(C•, ∂•) and Hn(C•, ∂•), respectively. Therefore,

Ext1
(
Hn−1(C•, ∂•), G

)
= Coker(ι∗n−1).

and
Hom(Hn(C•, ∂•), G) = Ker(ι∗n).

The last statement was proved in Lemma 9.6.

Remark 9.22. The homological version of the Universal Coefficient Theorem is the short exact
sequence

0 −→ Hn(C, ∂)⊗G −→ Hn(C,G) −→ Tor1(Hn−1, G) −→ 0.
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Here, (C, ∂) is a chain complex of abelian groups (Z-modules), Hn(C,G) is obtained by tensoring
the chain complex with G (over Z) and then taking homology versus Hn(C, ∂) ⊗ G where the
homology groups are tensored with G. The functor Tor1 is the derived functor of the functor
A −→ A⊗G. This functor is covariant but right-exact; i.e. if 0 −→ A −→ B −→ C −→ 0 is an
exact sequence then the following sequence is exact:

A⊗G −→ B ⊗G −→ C ⊗G −→ 0.

Just like the Ext functor, Tor functor measures the non-exactness of the sequence above on the
left-hand side and allows us to complete it to

0 −→ Tor1(A,G) −→ Tor1(B,G) −→ Tor1(C,G) −→ A⊗G −→ B ⊗G −→ C ⊗G −→ 0

We can use free resolutions to calculate Tor1.

Remark 9.23. If A is a finitely generated group, then it is a finite direct sum of copies of Z and
Zm (for various values of m). Then it can be easily seen that Hom(A,Z) ∼= Afree is isomorphic
the free part of A and Ext1(A,Z) ∼= Ator is isomorphic to the torsion part. Therefore, in the
context of the Universal Coefficient Theorem, with G=Z, if Hn(C, ∂) and Hn−1(C, ∂) are finitely
generated, then

Hn(C•, ∂•) ∼= Hn(C, ∂)free ⊕Hn−1(C, ∂)tor. (9.8)

This appears in Poincare duality and is useful in understanding the effect of chain maps on
homology groups vs cohomology groups.

Example 9.24. We can dualize the chain complex in Exercise 8.2 or use (9.8) to show that

H i(RPm,Z) =


Z if i = 0,

Z if i = m and m is odd,

0 if 0 < i < m, i = odd

Z2 if 0 < i ≤ m, i = even.

If A ⊂ X is a subspace, relative cohomology groups Hn(X,A,G) with coefficients in an abelian
G are the cohomology groups of the singular cochain complex

(C•(X,A,G), ∂•) ..= Hom
(
(C•(X,A,Z), ∂•), G

)
.

Here (C•(X,A,Z), ∂•) is the cokernel singular chain complex

0 −→ (C•(A,Z), ∂•) −→ (C•(X,Z), ∂•) −→ (C•(X,A,Z), ∂•) −→ 0.

Since these are chain complexes of free abelian groups, applying Hom
(
−, G

)
preserves the ex-

actness and we obtain the dual short exact sequence

0 −→ (C•(X,A,G), ∂•) −→ (C•(X,G), ∂•) −→ (C•(A,G), ∂•) −→ 0.

The long-exact sequence of the relative cohomology groups associated this short-exact sequence
of cochain complexes reads

· · · −→ Hn(X,A,G) −→ Hn(X,G) −→ Hn(A,G) −→ Hn+1(X,A,G) −→ · · · .
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In Section 4, we learned that every continuous map f : X −→ Y induces a push-forward homo-
morphism f∗ : Hn(X) −→ Hn(X) between the homology groups. Furthermore, we showed that
f∗ is an isomorphism whenever f is a homotopy equivalence. The map f∗ is obtained from the
composition of singular chains in X and f . Dualizing this process with Hom(−, G), we obtain
a pull-back map

f∗ : Hn(Y,G) −→ Hn(X,G)

in the reverse direction. Again, f∗ is an isomorphism whenever f is a homotopy equivalence.
The maps f∗ and

(f∗)
∗ : Hom(Hn(Y ), G) −→ Hom(Hn(X), G)

are related by the commutative diagram

0 // Ext1
(
Hn−1(X), G

)
// Hn(X,G) // Hom(Hn(X), G) // 0

0 // Ext1
(
Hn−1(Y ), G

)(f∗)∗

OO

// Hn(Y,G)

f∗

OO

// Hom(Hn(Y ), G)

(f∗)∗

OO

// 0 .

where the rows are Universal Coefficient Theorem on X and Y .

In the relative case, a continuous map of pairs f : (X,A) −→ (Y,B) induces f∗ : Hn(Y,B,G) −→
Hn(X,A,G) by the same reasoning. Universal Coefficient Theorem applies also to relative
cohomology (since the relative chain groups Cn(X,A) are free) and we get a split short exact
sequence

0 −→ Ext1
(
Hn−1(X,A), G

)
−→ Hn(X,A,G) −→ Hom(Hn(X,A), G) −→ 0

for all n.

Finally, the cohomological version of Mayer-Vietoris long-exact sequence for a decomposition
X = A ∪B (such that the inertoris of A and B cover X) reads

· · · −→ Hn(X,G) −→ Hn(A,G)⊕Hn(B,G) −→ Hn(A ∩B,G) −→ Hn+1(X,G) −→ · · · .

10 Ring structure of the singular cohomology

Given topological spaces X and Y and ring R (which can be considered as an abelian group
with respect to the addition map), we define a degree-compatible product map

× : Hn(X,R)⊗R Hm(Y,R) −→ Hn+m(X × Y,R). (10.1)

In fact, we define × as map from the products of singular cochain complexes of X and Y to the
cochain complex of X × Y . For this to work out, we need to adopt Definition 3.2 that avoids
certain symmetries. When X = Y , the diagonal embedding

∆: X −→ X ×X

induces a pull-back map
∆∗ : Hn(X ×X,R) −→ Hn(X,R).
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Combining ∆ and ×, we obtain the so-called cup product map

^..= ∆∗ ◦ × : Hn(X,R)×Hm(Y,R) −→ Hn+m(X,R). (10.2)

Since both ∆∗ and × are induced by map of cochain complexes, ^ is also induced by a bi-linear
map from the singular cochain complex of X to itself. We will give an explicit description of this
map. Finally, we will study the ring structure of the singular cohomology group with respect to
the binary operations (+,^).

Let

ϕX ∈ Cn(X,R)=Hom(Cn(X,Z),R) and ϕY ∈ Cm(Y,R) = Hom(Cm(Y,Z),R)

where C•(X,Z) and C•(Y,Z) are the singular chain complexes of X and Y with integral coeffi-
cients. Following Definition 3.2, since Cn+m(X ×Y,Z) is freely generated by (oriented) singular
n+m simplices

σ : ∆ = ∆[v0,...,vn+m] −→ X × Y,

in order to define the product

ϕ× ψ ∈ Cn+m(X × Y,R)=Hom(Cn+m(X × Y,Z),R),

it is enough to specify its value
(ϕX × ϕY )(σ) ∈ R

on each σ. Decompose σ = (σX , σY ) into its X and Y components that correspond to canonical
projection maps X × Y −→ X and X × Y −→ Y . Let

(ϕX × ϕY )(σ) = ϕX(σX |∆[v0,...,vn]
) · ϕY (σY |∆[vn,...,vn+m]

)

Note that the righthand side is where the product (ring) structure on R is used. It is clear from
the definition that × is an R-bilinear map of R-modules

Cn(X,R)⊗R Cm(Y,R) −→ Cn+m(X × Y,R).

Lemma 10.1. For the definition above, we have

∂n+m(ϕX × ϕY ) = ∂n(ϕX)× ϕY + (−1)nϕX × ∂m(ϕY ).

In particular, the product of two cocycles is again a cocycle, and the product of a coboundary
with a cocycle (in either order) is a coboundary. Thus, the product operation induces a bilinear
operation (10.1) on cohomology.

Proof. By definition,
∂n+m(ϕX × ϕY ) = (ϕX × ϕY ) ◦ ∂n+m+1.

Therefore, for any singular (n+m+ 1)-simplex

σ : ∆[v0,...,vn+m+1] −→ X × Y
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we have(
∂n+m(ϕX × ϕY )

)
(σ) = (ϕX × ϕY )(∂n+m+1σ)

= (ϕX × ϕY )
( n+m+1∑

i=0

(−1)iσ|∆[v0,...v̂i...,vn+m+1]

)
=
( n∑
i=0

(−1)iϕX(σX |∆[v0,...v̂i...vn+1]
) · ϕY (σY |∆[vn+1,...,vn+m+1]

)
)

+
( n+m+1∑
i=n+1

(−1)iϕX(σX |∆[v0,...v̂i...vn]
) · ϕY (σY |∆[vn,...v̂i...,vn+m]

)
)

=
( n+1∑
i=0

(−1)iϕX(σX |∆[v0,...v̂i...vn+1]
) · ϕY (σY |∆[vn+1,...,vn+m+1]

)
)

+
( n+m+1∑

i=n

(−1)iϕX(σX |∆[v0,...v̂i...vn]
) · ϕY (σY |∆[vn,...v̂i...,vn+m]

)
)

= ϕX(∂n+1σX |∆[v0,...,vn+1]
) · ϕY (σY |∆[vn+1,...,vn+m+1]

)

+ (−1)nϕX(σX |∆[v0,...,vn]
) · ϕY (∂m+1σY |∆[vn+1,...,vn+m+1]

)

=
(
∂n(ϕX)× ϕY

)
(σ) + (−1)n

(
ϕX × ∂m(ϕY )

)
(σ).

Theorem 10.2. If Hk(Y,R) is a finitely generated R-module for all k ≥ 0, then the product
map (10.1) is a ring isomorphism. Here, the product structure on H∗(X,R)⊗R H∗(Y,R) is

(Φ1 ⊗Ψ1) · (Φ2 ⊗Ψ2) = (−1)deg(Φ2) deg(Ψ1)(Φ1 ^ Φ2)⊗ (Ψ1 ^ Ψ2)

The proof of this theorem involves (1) considering CW approximations to arbitrary spaces to
reduce the problem to CW complexes (2) reduction to finite dimensional CW complexes, (3)
induction on the dimension of CW complexes, (4) using Relative long-exact sequence to reduce
to relative cohomology groups Hk(X(n), X(n−1)) and H`(Y (m), X(m−1)), and (5) Explicit calcu-
lations on X(n)/X(n−1) which is a wedge sum of spheres. We skip the full proof here and refer
to Hatcher. When R is a field, we provide a short proof with a stronger finiteness condition on
Y at the end of this section.

Given a cohomology class η ∈ Hn(X × Y,R), the decomposition

η =

n∑
i=0

αi ⊗ βn−i, αi ∈ H i(X,R), βi ∈ H i(Y,R) ∀ i = 0, . . . , n,

is called the Künneth decomposition of η.

Remark 10.3. The cup/cross product between relative cohomology classes is defined similarly.

The following is the relative version of Theorem 10.2.

Theorem 10.4. If Hk(Y,B,R) is a finitely generated R-module for all k ≥ 0, then the cross
product map

× : Hn(X,A,R)⊗R Hm(Y,B,R) −→ Hn+m(X × Y,A× Y ∪X ×B,R).

is a ring isomorphism.
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Next, let’s see a direct definition of the cup product obtained from × as in (10.2).

It is easy to see that the cup product (10.2) is induced by the cochain-level bilinear map

Cn(X,R)⊗R Cm(X,R) −→ Cn+m(X,R),

that sends (ϕ,ψ) to ϕ ^ ψ defined by

(ϕ ^ ψ)(σ) = ϕ(σ|∆[v0,...,vn]
) · ψ(σ|∆[vn,...,vn+m]

). (10.3)

Lemma 10.5. If R is commutative, then Φ ^ Ψ = (−1)mnΨ ^ Φ for all Φ ∈ Hn(X,R) and
Ψ ∈ Hm(X,R).

Proof. For each n, let
cn : Cn(X) −→ Cn(X)

denote the chain map

σ −→ (−1)(
n
2)σ ◦ hn

where hn is the linear automorphism in (3.1) corresponding to the permutation

τn : (0, . . . , n) −→ (n, . . . , 0).

Recall from Remark 3.3 that, since sign(τn) = (−1)(
n
2), δn is chain homotopic to identity and thus

induces the identity push-forward map on homology and identity pull-back map on cohomology.
For n- and m-cochains ϕ and ψ representing Φ and Ψ, it is easy to see from (10.3) that

c∗nϕ ^ c∗mψ = (−1)nmc∗n+m(ψ ^ ϕ).

Therefore,
Φ ^ Ψ = (−1)nm(Ψ ^ Φ).

Before going any further, in two examples, we show how the ring structure can be identified in
practice.

Example 10.6. Lets consider a closed oriented Riemann surface Σ of genus g. We have

H0(Σ,Z) ∼= Z, H2(Σ,Z) ∼= Z, H1(Σ,Z) ∼= Z2g.

Since the homology groups are all free, by Universal Coefficient Theorem, we have

H i(Σ,Z) = Hom(Hi(Σ,Z),Z) ∀ i = 0, 1, 2.

The surface Σ can be seen as a 2g-gon with the edges oriented and labeled in counter-clockwise or-
der by a1, b1, a1, b1, · · · , ag, bg, ag, bg as in Figure 3. The orientation of Σ corresponds to counter-
clock wise orientation on the polygon. The edges labeled the same are orientation-preservingly
identified to make Σ. We further decompose the only 2-cell in the picture into 2g triangles to
get a ∆-complex structure on Σ. The homology classes of the curves a1, . . . , b2g make a Z-basis
for H1(Σ,Z). Let α1, β1, . . . , α2g, β2g denote the dual basis for H1(Σ,Z). We show that

αi ^ αj = βi ^ βj = 0 and αi ^ βj = δijΩ ∀1 ≤ i, j ≤ g,

where Ω is the generator of H2(Σ,Z) dual to the generator [Σ] ∈ H2(Σ,Z).

Details: To be typed
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Figure 3: An opened-up genus 2 surface.

Example 10.7. We show that the Z2-cohomology ring of RPn is Z[h]/(hn+1) where h is the
generator of H1(RPn,Z2). Letting n to go to infinity, we deduce H∗(RPn,Z2) = Z[h].

First, it is easy to show that H i(RPn,Z2) ∼= Z2. Let hi denote the generator of this Z2-vector
space. Consider the diagram

H i(RPn,Z2)×Hn−i(RPn,Z2)
^ // Hn(RPn,Z2)

H i(RPn,RPn − RPn−i,Z2)×Hn−i(RPn,RPn − RPi,Z2)
^ //

OO

��

Hn(RPn,RPn − {pi},Z2)

OO

��
H i(Rn,RPn − Rn−i,Z2)×Hn−i(Rn,Rn − Ri,Z2)

^ // Hn(Rn,Rn − {pi},Z2)

which commutes by naturality of cup product. Here, RPi is the subspace {[x0, . . . , xi, 0, . . . , 0]} ⊂
RPn, RPi is the complementary subspace {[0, . . . , 0, xi, . . . , xn]} ⊂ RPn, pi = [0, . . . , 0, 1, 0 · · · , 0] =
RPn−i ∩RPi, and the vertical maps are pullbacks. We will show that the four vertical maps are
isomorphisms and that the lower cup product map takes generator cross generator to generator.
Commutativity of the diagram will then imply that the upper cup product map also takes gen-
erator cross generator to generator.

Details: To be typed

We conclude that hi ^ hn−i = hn. The inclusion RPm ⊂ RPn, for m ≤ n, gives a pullback
isomorphism H i(RPn) −→ H i(RPm) for all i ≤ m. It follows that hi ^ hj = hi+j for all
0 ≤ i, j ≤ n. Therefore, hi = hi.

Definition 10.8. We say Y has finite type if Y is a finite union of open sets Y = U1 ∪ · · · ∪UN
such that each possible intersection of the Ui is either empty or is contractible to a point.

Theorem 10.9 (Weaker version of Theorem 10.2). If R is a field and Y has finite type then
the product map (10.1) is a ring isomorphism.

Proof. We prove this theorem using Mayer-Vietoris and induction on N in Definition 10.8. The
statement is correct for N = 1 because X×U1 is contractible to X and H∗(U1,R)=H0(X,R)=
R.
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Suppose the statement is true for all X and Y , where Y is made of at most N − 1 such open
sets. Suppose Y = U1 ∪ · · · ∪ UN such that each possible intersection of the Ui is either empty
or is contractible to a point. Let

Y ′ = U1 ∪ · · · ∪ UN−1.

Note that
Y ′′ = Y ′ ∩ UN+1 = (U1 ∩ UN ) ∪ · · · ∪ (UN−1 ∩ UN )

fits into the induction assumption. Corresponding to the decomposition Y = Y ′ ∪ UN , we get
the long exact sequence

· · ·Hj(Y ) −→ Hj(Y ′)⊕Hj(UN ) −→ Hj(Y ′′) −→ ·.

Since R is a field, tensoring with H i(X) preserves exactness and yields a long-exact sequence

· · · (H i(X)⊗Hj(Y )) −→ (H i(X)⊗Hj(Y ′))⊕(H i(X)⊗Hj(UN )) −→ (H i(X)⊗Hj(Y ′′)) −→ · · · .

Summing over several shifted versions of this sequence we get the long-exact sequence

· · ·
⊕

i+j=k

(Hi(X)⊗Hj(Y )) −→
⊕

i+j=k

(Hi(X)⊗Hj(Y ′))⊕(Hi(X)⊗Hj(UN )) −→
⊕

i+j=k

(Hi(X)⊗Hj(Y ′′)) −→ · · · .

In the diagram,

· · ·
⊕
i+j=k(Hi(X)⊗Hj(Y )) //

×

��

⊕
i+j=k(Hi(X)⊗Hj(Y ′))⊕ (Hi(X)⊗Hj(UN )) //

×

��

⊕
i+j=k(Hi(X)⊗Hj(Y ′′)) · · ·

×

��
· · ·Hk(X × Y ) // Hk(X × Y ′)⊕Hk(X × UN ) // ⊕

i+j=kH
k(X × Y ′′) · · ·

for each k, the first and second columns are isomorphisms. By five Lemma, the right column is
an isomorphism as well.

11 Poincare duality

In Example 10.6, we showed that if X is a Riemann surface of genus 2 (the same argument
works in any genus), then every cohomology class α ∈ H1(X,Z) corresponds to a homology
class γ ∈ H1(Σ,Z) in the sense that

α(a) = γ · a ∈ Z ∀ a ∈ H1(Σ,Z).

On the righthand side, a and γ are represented by transversely intersecting oriented loops in
Σ and γ · a is the algebraic sum of their intersection points (i.e., # positive intersection - #
negative intersections). The definition of intersection number above makes use of X being a
closed oriented manifold. Our proof of the isomorphism

H i(X,Z) ∼= H2−i(X,Z)

made use of the dual CW complex associated to a simplicial complex structure on X. This
proof extends to many closed oriented n-dimensional manifolds (including all smooth oriented):
given a nice simplicial complex structure on X, there is a dual CW complex structure on X that
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can be used to show H i(X,Z) = Hn−i(X,Z). However, to construct these dual CW structures
requires a certain amount of manifold theory. To avoid this, and to get a theorem that applies
to all C0-manifolds, we will take a completely different approach that involves tools/ideas from
relative homology theory, covering spaces, and the construction of cup product. The main result
of this section is the following.

Theorem 11.1. Suppose R is a commutative ring. For every topological space X and k ≥ `,
there is a naturally defined cap product map _ : Hk(X,R)⊗R H`(X,R) −→ Hk−`(X,R). If X
is a closed R-orientable n-manifold with fundamental class [X] ∈ Hn(X,R), then

PD: H`(X,R) −→ Hn−`(X,R), α −→ [X] _ α ∈ Hn−`(X,R),

is an isomorphism for all `.

Remark 11.2. Before we delve into the details of this theorem, we provide some comments to
help digest the statement of the theorem better.

• Here, “naturally defined” means that cap product satisfies a naturally property with re-
spect to continuous maps f : X −→ Y . Given a continuous map f : X −→ Y , the relevant
induced maps on homology and cohomology fit into the following diagram

Hk(X,R)⊗R H`(X,R)
_ //

f∗
��

Hk−`(X,R)

f∗
��

Hk(Y,R)⊗R H`(Y,R)
_ //

f∗

OO

Hk−`(Y,R) ,

meaning that

f∗(A) _ α = f∗(A _ f∗(α)) ∀ A ∈ Hk(X,R), α ∈ H`(Y,R).

Additionally, we have

A _ (α ^ β) = (A _ α) _ β ∀ A ∈ Hk(X,R), α ∈ H`(X,R), β ∈ H`′(X,R).

Note that f∗ commutes with cup product.

• The notion of R-orientability is a homological incarnation of the usual notion of ori-
entability of smooth manifolds. When R = Z and X is smooth, X is Z-oriented iff the top
exterior power ΛtopTX of the tangent bundle TX is a trivial real line bundle. For contin-
uous manifolds, the tangent bundle is not defined. Nevertheless, the orientability can be
captured through comparison of local homology groups. For R = Z2, every manifold is
Z2-orientable.

• In the definition of the Poincare duality map PD, [X] is the homology class arising from
the obvious inclusion ι : X −→ X.

The cap product in Theorem 11.1 has an explicit equation and is defined as a product map
between and chain and cochain complexes of X; for k ≥ `, it is the map

_ : Ck(X,R)⊗R C`(X,R) −→ Ck−`(X,R)

that sends a pair (σ, ϕ) of a singular k-simplex σ : ∆[v0,...,vk] and a cochain ϕ to

σ _ ϕ = ϕ(σ|∆[v0,··· ,v`]
)σ|∆[v`,...,vk]

.
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Lemma 11.3. The cap product _ satisfies

∂k−`(σ _ ϕ) = (−1)`(∂kσ _ ϕ− σ _ ∂`ϕ).

In particular, the cap product of a cycle and a cocycle is again a cycle, the product of a boundary
with a cocycle is a boundary, and also the product of a cycle with a coboundary is a boundary.
Thus, _ induces a bilinear operation between homology and cohomology groups.

Exercise 11.4. Follow the same idea used in the proof of Lemma 10.1 to prove the lemma
above.

This finishes the proof of the first statement of Theorem 11.1. Before we get into the details
needed for the proof of the second statement, lets rework Example 10.6

Example 11.5. TBA

If X is an n-manifold, x ∈ X is a point, and U is an open neighborhood of x homeomorphic to
a ball B around the origin in Rn, we have

Hn(X,X−{x}) ∼= Hn(X,X−U) ∼= Hn(Rn,Rn−{0}) ∼= Hn(Rn,Rn−B) ∼= Hn(B, ∂B = Sn−1) ∼= R.
(11.1)

Definition 11.6. A local R-orientation of X at a point x is a choice of a generator µx of
Hn(X,X −{x}). In other words, µx is a choice of the isomorphism µx : Hn(X,X −{x}) −→ R.
When R = Z, we drop the prefix R- and say µx is a local orientation of X at x.

Note that different choices of isomorphism Hn(X,X − {x}) −→ R differ by a unit in R. If
R = Z, then the subgroup of multiplicative units is {±1}. So there are two possible choices for
each µx. WhenR = Z2, however, the subgroup of units consists of only one element µx is unique!

Notation. To keep the notation short, we will write Hn(X |A) instead of Hn(X,X − A), and
Hn(X |A,R) instead of Hn(X,X −A,R).
If x and U are as in (11.1) and y ∈ U , then the composition of the isomorphisms

Hn(X|U)
∼=

&&

∼=

xx
Hn(X|x) Hn(X|y)

gives an isomorphism hU : Hn(X|x) −→ Hn(X|y). Therefore, any R-orientation at x induces an
R-orientation µy at every y ∈ U . In this situation, we say µx and µy are locally consistent.

Definition 11.7. An R-orientation on a topological n-manifold X is a function x −→ µx,
assigning to each x a local R-orientation, such that for each x ∈ X and some sufficiently small
neighborhood U 3 x, µy and µx are consistent for all y ∈ U .

Remark 11.8. The definition above has a formulation in terms of sheaf theory. The assignment

U −→ set of isomorphisms Hn(X|U) ∼= R

is a pre-sheaf. The sheafification of this presheaf is the locally constant sheaf of local orientations.
An R-orientation on X is a global section of this sheaf.
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Given a topology on the set of units U(R) of R, the set

X̃R = {(x, µx) : x ∈ X, µx is a local R− orientation at x}

has a natural topology such that the projection map

X̃R −→ X, (x, µx) −→ x,

is a continuous U(R)-bundle. For instance, if R = Z, then U(R) = Z2 and

X̃ ..= X̃Z −→ X (11.2)

is the orientable double cover of X. In particular, X is orientable iff X̃ = X tX iff π1(X) has
no subgroup of index 2.

If R = Z2, then
X̃Z2 = X.

These are the two case that we care mostly about.

Lemma 11.9. Suppose R is a commutative ring with an identity element. If X is orientable
(i.e., Z-orientable), then it is R-orientable for all R. If X is not orientable, then it is R-
orientable if and only if R contains a unit of order 2.

Proof. Since Hn(X|x,R) = Hn(X|x,Z) ⊗Z R, each unit r ∈ U(R) determines a sub-covering
X̃r of X̃R consisting of the points ±µx ⊗ r for µx a generator of Hn(X|x,Z). If r has order 2,
then r = −r and X̃r

∼= X; otherwise, Xr
∼= X̃Z is the two-sheeted cover of X in (11.2).

Theorem 11.10. Let X be a closed connected n-manifold. Then

• If X is R-orientable, then the map Hn(X,R) −→ Hn(X|x,R) is an isomorphism for all
x ∈ X.

• If X is not R-orientable, then the map Hn(X,R) −→ Hn(X|x,R) ∼= R is injective with image
the set of 2-torsion points {r ∈ R : 2r = 0}.

• Hi(X,R) = 0 for i > n.

Proof. The first two statements follow from the description of XR above and the lemma below.
The third one is a specialization of the second statement in the lemma below.

Definition 11.11. An element of Hn(X,R) whose image in Hn(X|x,R) is a generator for all
x ∈ X is called a fundamental class of X and is denoted by [X].

Exercise 11.12. Show that if X admits a fundamental class, then X is compact.

The following is a similar statement for non-compact manifolds.

Lemma 11.13. Let X be an n-manifold and Y ⊂ X be a compact subset. Then

• If X is R-orientable, then a section x −→ µx of XR orienting X determines a unique relative
fundamental class [X|Y ] ∈ Hn(X|Y,R) whose image in Hn(X|x,R) is µx for all x ∈ Y .

• Hi(X|Y,R) = 0 for i > n.
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Proof. Proof uses Mayer-Vietoris long exact sequence.

Lemma 11.14. If X is a closed connected n-manifold, the Hn−1(X,Z)tor is trivial iff X is
orientable and is Z2 if X is non-orientable.

Proof. The result follows from the Universal Coefficient Theorem for homology; See Remark 9.22.
We have a short exact sequence

0 −→
(
Hn(X,Z)⊗R

)
−→ Hn(X,R) −→ Tor1(Hn−1(X,Z),R) −→ 0 .

IfX is orientable, then it isR-orientable and the first map is an isomorphism. Since Tor1(Hn−1(X,Z),R)
depends (non-trivially) only on Hn−1(X,Z)tor. We conclude that Hn−1(X,Z)tor = 0. If X is not
orientable, then the first term is zero and Hn(X,Zm) is either Z2 or 0 depending on whether m
is even or odd. This forces Hn−1(X,Z)tor = Z2.

Exercise 11.15. Prove the last statement of Theorem 11.10 for non-compact X.

Since every n-manifold is constructed by gluing pieces that are homeomorphic to open sets
in Rn, it is natural to consider Mayer-Vietoris long-exact sequence for inductively proving the
Poincare duality statement of Theorem 11.1. However, this idea would involve dealing with open
(non-closed) manifold. We will define and use compactly supported cohomology groups for this
purpose.

The definition of singular chain complex involves finite sums of singular simplices. Thus, every
singular chain in Ck(X) is compactly supported in X. On the other hand, the cochain groups
Ck(X,R) are defined to be the dual spaces Hom(Ck(X),R). The elements of Hom(Ck(X),R)
do not need to be compactly supported in the following sense. In fact, 1 ∈ C0(X,Z) which
corresponds to constant function 1: X −→ Z is compactly supported iff X is compact.

Definition 11.16. We say ϕ ∈ Ck(X,R) is compactly supported iff there is a compact set
K ⊂ X such that ϕ is non-zero on σ ∈ Ck(X) only if σ ∈ Ck(K). We denoted the subgroup of
compactly supported cochains by C•c (X,R).

Obviously, if X is compact, then every cochain is compactly-supported. Also, it is clear
that (C•c (X,R), ∂•) is a sub-cochain complex of (C•(X,R), ∂•). The cohomology groups of
(C•c (X,R), ∂•) are called the compactly-supported singular cohomology groups of X and are
denoted by H•c (X,R). Compactly supported simplicial and CW cohomology groups can be
defined similarly and are isomorphic to the compactly supported singular cohomology groups.

Example 11.17. Calculate H0
c (R,Z) and H1

c (R,Z).

Proposition 11.18. For every topological space X we have

H•c (X) = lim
−→

H•(X|K)

where the direct limit is over compact sets K ⊂ X and with respect to the pullback maps

H•(X|K) −→ H•(X|K ′)

whenever K ⊂ K ′ are compact. Similarly, if X =
⋃∞
i=1Xi such that Xi ⊂ Xi+1 and each

compact set is contained in some Xi, then

H•(X) = lim
−→

H•(Xi)
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Example 11.17 and its extension below show that, unlike homology and cohomology, the com-
pactly supported cohomology is not an invariant of homotopy type.

Exercise 11.19. Calculate compactly supported cohomology groups of Rn.

Exercise 11.20. If X = U ∪V is a union of open sets, prove that the Mayer-Vietoris long-exact
sequence of compactly supported cohomology has the following form

· · · // H`
c(U ∩ V ) // H`

c(U)⊕H`
c(V ) // H`

c(X) // H`+1
c (U ∩ V ) // · · · .

Thus, compared to the MV LES for the ordinary cohomology groups, in each degree `, the three
terms appear in the opposite order.

The definition of cap product extends to a pairing between relative homology and cohomology
groups by

_ : Hk(X,Y,R)⊗R H`(X,R) −→ Hk−`(X,Y,R);

_ : Hk(X,Y,R)⊗R H`(X,Y,R) −→ Hk−`(X,R).

Now, suppose X is a possibly non-compact R-orientable n-manifold. For compact sets K ′ ⊂ K
we have a diagram

Hn(X|K,R)⊗R H`(X|K,R)
_ //

ι∗
��

Hn−`(X,R)

∼=
��

Hn(X|K ′,R)⊗R H`(X|K ′,R)
_ //

ι∗

OO

Hn−`(X,R) ,

where ι is the inclusion map of pairs (X,X −K) −→ (X,X −K ′). By Lemma 11.13, there are
unique relative fundamental classes [X|K] ∈ Hn(X|K,R) and [X|K ′] ∈ Hn(X|K ′,R) restricting
to the given local orientations at each point of K and K ′, respectively. The uniqueness implies
that ι∗[X|K] = [X|K ′]. Therefore, the naturality of cap product implies that

[X|K ′] _ α = [X|K] _ ι∗α ∀ α ∈ H`(X|K ′,R).

For each K, let

PDK : H`(X|K,R) −→ Hn−`(X,R), α −→ [X|K] _ α α ∈ H`(X|K,R).

By the argument above, for K ′ ⊂ K the following diagram commutes:

H`(X|K,R)
PDK // Hn−`(X,R)

H`(X|K ′,R)

PDK′
55

ι∗

OO

Letting K get larger and larger, by Proposition 11.18, in the limit we get a well-defined Poincare
duality map

PDX : H`
c(X,R) = lim

−→
H`(X|K,R) −→ Hn−`(X,R).

We will prove the following generalization of the second statement in Theorem 11.1.
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Theorem 11.21. Suppose R is a commutative ring. If X is a possibly non-compact R-orientable
n-manifold, then

PDX : H`
c(X,R) −→ Hn−`(X,R) (11.3)

is an isomorphism for all `.

Proof. The proof uses Mayer-Vietoris long exact sequence and the naturality properties of [X|K]
and _. Here is a sketch of the proof.

Lemma 11.22. If the R-orientable manifold X is a union of two open sets U and V , then the
PD maps in (11.3) for different degrees complete the homology and cohomology Mayer-Vietoris
long exact sequences into the following commutative diagram

· · · // H`
c(U ∩ V )

PDU∩V
��

// H`
c(U)⊕H`

c(V )

PDU
��

PDV
��

// H`
c(X) //

PDX
��

H`+1
c (U ∩ V ) // · · ·

· · · // Hn−`(U ∩ V ) // Hn−`(U)⊕Hn−`(V ) // Hn−`(X) // Hn−`−1(U ∩ V ) // · · ·

Furthermore, if PDU , PDV , and PDU∩V are isomorphisms, then PDX is also an isomorphism.

Proof. Sketch of the proof.

1. For compact sets K ⊂ U and L ⊂ V , replace H`
c(U) with H`(U |K), H`

c(V ) with H`(V |L),
H`
c(U ∩ V ) with H`(U ∩ V | K ∩ L), and H`

c(X) with H`(X | K ∪ L).

2. Furthermore, by Excision, replace H`(U ∩V | K ∩L) with H`(X | K ∩L) and H`(U |K)⊕
H`(V |L) with H`(X|K)⊕H`(X|L).

3. Prove, directly from the definition of PD, that the resulting diagram is commutative.

4. Pass to the limit.

The last statement of the lemma follows from Five-Lemma.

We finish the proof of Theorem 11.21 by exhausting X with a sequence of open sets U1 ⊂ U2 ⊂
· · · such

⋃∞
i=1 Ui = X and induction on i. Such a sequence can be constructed by putting a

metric on X and defining Ui = {x ∈ X : dist(x, x0) < i} for some fixed point x0 ∈ X.

Exercise 11.23. Show that every manifold is a metric space (i.e., the topology is a metric
topology).

Example 11.24. If X is a closed oriented n-manifold, then

H i(X,Z) ∼= Hn−i(X,Z) and

H i(X,Z) ∼= Hi(X,Z)free ⊕Hi−1(X,Z)tor.

Therefore,

Hn−i(X,Z)free
∼= Hi(X,Z)free and Hn−i(X,Z)tor

∼= Hi−1(X,Z)tor.

In particular, if n is odd then χ(X) = 0.

12 Homotopy

TBW
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Math 6400 Take-Home Final, due December 18 by email

No collaboration! Feel free to browse Hatcher and internet.

• Q1. For n < m and i ≤ m, what are the relative homotopy groups πi(RPm,RPn).

• Q2. For n < m, compute the relative homology groups Hi(RPm,RPn) with Z and Z2

coefficients.

• Q3. Calculate the integral cohomology groups with compact support of an n-punctured
Riemann surface of genus g.

• Q4. Show that a CW complex is contractible (to a point) if it is the union of an increasing
sequence of sub-complexes

X1 ⊂ X2 ⊂ · · ·

such that each inclusion Xi ⊂ Xi+1 is null-homotopic (i.e. Xi is contractible in Xi+1). Use
this to prove that

S∞ =
{
x = (x1, . . . , xn, 0, 0, · · · ) : n > 0,

n∑
i=1

x2
i = 1

}
is contractible.

• Q5. Let M be a closed, connected, orientable n-dimensional manifold, and suppose that
there is a continuous map f : Sn −→M such that the induced homomorphism

f∗ : Hn(Sn,Z) −→ Hn(M,Z)

is non-trivial. Show that Hk(M,Z) is torsion for all 0 < k < n.

• Q6. Show that a compact manifold does not retract onto its boundary.
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